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#### Abstract

Equations describing three-wave resonant interactions in adiabatic gas dynamics in one Cartesian space dimension derived by Majda and Rosales are expressed in terms of Lagrangian and Hamiltonian variational principles. The equations consist of two coupled integrodifferential Burgers equations for the backward and forward sound waves that are coupled by integral terms that describe the resonant reflection of a sound wave off an entropy wave disturbance to produce a reverse sound wave. Similarity solutions and conservation laws for the equations are derived using symmetry group methods for the special case where the entropy disturbance consists of a periodic saw-tooth profile. The solutions are used to illustrate the interplay between the nonlinearity represented by the Burgers self-wave interaction terms and wave dispersion represented by the three-wave resonant interaction terms. Hamiltonian equations in Fourier $(p, t)$ space are also obtained where $p$ is the Fourier space variable corresponding to the fast phase variable $\theta$ of the waves. The latter equations are transformed to normal form in order to isolate the normal modes of the system.


## 1. Introduction

Majda and Rosales [1] considered weakly nonlinear asymptotic equations for resonantly interacting hyperbolic waves in one Cartesian space dimension. For the case of compressible, adiabatic gas dynamics, Majda and Rosales derived a pair of inviscid Burgers equations (one for the forward sound wave and one for the backward sound wave) coupled through a linear integral operator with a given kernel, dependent on the initial data for the contact discontinuity or entropy wave eigenmode. For the forward sound wave Burgers equation, the linear integral operator describes the resonant reflection of the backward sound wave off the entropy wave to generate a forward sound wave. Similarly, the linear integral operator in the backward sound wave Burgers equation describes the resonant reflection of the forward sound wave off an entropy wave to produce a backward sound wave. Resonant wave interactions in this theory are more liable to be significant for extended periodic or near periodic wavetrains than for isolated pulses, since the resonant interactions are strengthened the longer the period of time over which the waves interact.

Almgren [2] and Joly et al [3] considered in more detail the conditions for three-wave resonant interactions, including the case of wave propagation in non-homogeneous or nonuniform media. For the case of a non-uniform background state, high frequency waves initially in resonance typically move out of resonance since the $k$-vector of the waves and

[^0]the frequency $\omega$ evolve according to the ray equations (see also [4] for the case of resonant interactions of internal gravity waves in a stratified shear flow). Joly et al [3] carried out a detailed study on resonances, and related the resonance conditions to the geometry of planar webs. Cehelsky and Rosales [5] presented an alternative version of the theory for the case where derivatives are not necessarily bounded and shocks may be present. The latter authors used an equation expansion method similar to the Chapman Enskog method for the Boltzmann equation, rather than a multiple scales method, and incorporated a small modification of the wave phases owing to the presence of multiple waves.

Webb et al [6] derived equations describing wave-wave interactions in two-fluid cosmic ray hydrodynamics in a non-uniform background flow. In the gas dynamical limit, and for the case of periodic waves propagating through a uniform background medium the latter equations reduce to the Majda Rosales equations for three-wave resonant interactions in adiabatic gas dynamics. Further developments of the theory are described in [7]. The extension of the theory to resonant interactions in gas dynamics in several space dimensions has been developed by Hunter et al [8].

The main aim of this paper is to develop a Hamiltonian formulation of the Majda and Rosales [1] equations describing the three-wave resonant interactions of periodic sound waves and entropy waves in adiabatic gas dynamics propagating through a uniform background medium. In section 2 the model equations obtained by Majda and Rosales [1], and the conditions for three-wave resonant interactions are described. In section 3 Lagrangian and Hamiltonian aspects of the equations are discussed. In particular, we obtain the Hamiltonian form of the equations for some of the lower-order harmonic interaction cases, namely the first and second harmonic interactions, and the first, second and fourth harmonic interactions. In section 4, the Lie symmetries and the conservation laws admitted by a restricted version of the equations applicable for the case of a periodic saw-tooth entropy wave profile are discussed. The symmetries are also used to obtain similarity solutions of the equations. Section 5 considers numerical examples of the similarity solutions, including a discussion on the similarity solutions obtained by Majda et al [9]. Section 6 considers the Hamiltonian form of the Majda Rosales equations in ( $p, t$ ) Fourier space, where $p$ is the Fourier space variable corresponding to the fast phase variable $\theta$ of the waves. The latter equations are reduced to normal form in order to isolate the normal modes of the system. Section 7 concludes with a summary and discussion.

## 2. The model equations

Majda and Rosales [1] considered the resonant interaction of periodic, weakly nonlinear sound waves and the entropy wave in adiabatic gas dynamics in one Cartesian space dimension. The Majda and Rosales equations were derived using weakly nonlinear geometrical optics expansions of the governing equations for high frequency waves.

The basic gas dynamical equations consist of the continuity equation, the momentum equation, the gas entropy equation, plus the adiabatic equation of state relating the gas pressure $p_{g}=p_{g}(\rho, S)$ to the gas density $\rho$ and entropy $S$. Majda and Rosales considered the propagation of weakly nonlinear short wavelength waves about a uniform background state $\rho=\rho_{0}, u=0$, and $S=S_{0}$ ( $u$ denotes the velocity of the gas along the $x$-axis), and assumed a perturbation expansion of the form:

$$
\begin{equation*}
\psi=\psi^{(0)}+\epsilon \psi^{(1)}+\epsilon^{2} \psi^{(2)}+\cdots \tag{2.1}
\end{equation*}
$$

where $\psi=(\rho, u, S)$ denotes the state vector of the gas, and $\epsilon$ is the perturbation parameter representing the wave amplitude. At lowest order in the perturbation expansion one obtains
the standard eigenvector solutions $\left\{\boldsymbol{R}_{j}: j=1,2,3\right\}$ and eigenvalues $\left\{\lambda_{j}: j=1,2,3\right\}$ of adiabatic gas dynamics, where $\lambda_{1}=-a_{g}, \lambda_{2}=0$ and $\lambda_{3}=a_{g}$ are the eigenvalues corresponding to the backward sound wave, the entropy wave and the forward sound wave respectively (here $a_{g}=\left(\gamma_{g} p_{g} / \rho\right)^{\frac{1}{2}}$ denotes the gas sound speed, and $\gamma_{g}$ is the adiabatic index of the gas).

From the second-order perturbation equations one obtains compatibility conditions on the first-order perturbations by requiring the perturbation expansion is uniform for times $t<\mathrm{O}(1 / \epsilon)$ (i.e. it is required that $\epsilon^{2} \psi^{(2)}<\epsilon \psi^{(1)}$ for times $t<\mathrm{O}(1 / \epsilon)$ ). This leads to the Majda Rosales equations:

$$
\begin{align*}
& u_{t}+u_{x}+u u_{\theta_{3}}-\frac{n}{m} \frac{1}{2 \pi} \int_{0}^{2 \pi} K\left(m \theta_{3}+n \theta_{1}, x\right) v\left(\theta_{1} ; x, t\right) \mathrm{d} \theta_{1}=0  \tag{2.2}\\
& v_{t}-v_{x}+v v_{\theta_{1}}+\frac{m}{n} \frac{1}{2 \pi} \int_{0}^{2 \pi} K\left(m \theta_{3}+n \theta_{1}, x\right) u\left(\theta_{3} ; x, t\right) \mathrm{d} \theta_{3}=0 \tag{2.3}
\end{align*}
$$

governing the backward $(v)$ and forward $(u)$ sound wave velocity perturbations. Equations (2.2) and (2.3) correspond to the case of resonant periodic waves in which

$$
\begin{equation*}
\theta_{j}=\frac{k_{j} x-\omega_{j} t}{\epsilon} \quad j=1,2,3 \tag{2.4}
\end{equation*}
$$

correspond to the fast phase variable of the $j$ th wave mode and $\omega_{j}$ and $k_{j}$ denote the frequencies and wavenumbers of the waves. Equations (2.2) and (2.3) apply to the case of resonant periodic waves and $m$ and $n$ are integers characterizing the resonant interactions. It is assumed in the derivation of equations (2.2) and (2.3) that $u$ and $v$ have period $2 \pi$ and have zero means in the $\theta_{j}$. The constraint that $u$ and $v$ have zero means can be lifted, but leads to more complicated equations (see, e.g. Webb et al [6]). The period assumed for $u$ and $v$ can be chosen to be any positive constant $T$, in which case $2 \pi$ is replaced by $T$ in equations (2.2) and (2.3).

In equations (2.2) and (2.3)

$$
\begin{equation*}
u=\frac{\gamma_{g}+1}{2} k_{3} v_{3} \quad v=\frac{\gamma_{g}+1}{2} k_{1} v_{1} \tag{2.5}
\end{equation*}
$$

correspond to the velocity perturbations $v_{3}$ and $v_{1}$ associated with the forward and backward sound waves. The kernel

$$
\begin{equation*}
K\left(\theta_{2}, x\right)=\frac{k_{2}}{4} \frac{\partial a_{2}\left(\theta_{2}, x\right)}{\partial \theta_{2}} \tag{2.6}
\end{equation*}
$$

represents the derivative of the density perturbation $a_{2}\left(\theta_{2}, x\right)$ associated with the entropy wave. The velocity perturbations and gas density perturbations in the above equations are normalized to the gas sound speed $a_{g}=\left(\gamma_{g} p_{g 0} / \rho_{0}\right)^{\frac{1}{2}}$ and density $\rho_{0}$ characteristic of the background state.

The integral terms in equations (2.2) and (2.3) represent the resonant interaction of a sound wave with the entropy wave to produce a reverse sound wave, whereas the $u u_{\theta_{3}}$ and $v v_{\theta_{1}}$ terms are the Burgers self-wave interaction terms. Note that there is no separate equation for the entropy wave, since the entropy wave fluctuations are frozen into the background flow. Since $u_{0}=0, K\left(\theta_{2}, x\right)$ is completely determined by the initial conditions. The fact that there is no generation of entropy wave disturbances by the three wave interactions is a consequence of the fact that the entropy is a Riemann invariant of the gas dynamical equations (Majda and Rosales, [1]).

### 2.1. Resonance conditions

For resonant $2 \pi$-periodic waves in the $\theta_{j}$, the frequencies $\omega_{j}$ and wavenumbers $k_{j}$ satisfy the resonance conditions:

$$
\begin{equation*}
k_{2}=n k_{1}+m k_{3} \quad \omega_{2}=n \omega_{1}+m \omega_{3} \tag{2.7}
\end{equation*}
$$

where $m$ and $n$ are integers (see, e.g. Anile et al [7]). Since the velocity perturbations are normalized to the gas sound speed, the dispersion equations for the waves are:

$$
\begin{equation*}
\omega_{1}=-k_{1} \quad \omega_{2}=0 \quad \omega_{3}=k_{3} \tag{2.8}
\end{equation*}
$$

corresponding to the backward sound wave, the entropy wave and the forward sound wave respectively. Equations (2.7) and (2.8) imply that

$$
\begin{equation*}
\frac{k_{2}}{2 k_{1}}=n \quad \frac{k_{2}}{2 k_{3}}=m \tag{2.9}
\end{equation*}
$$

for resonant-wave interactions. In terms of the wavelength of the waves $\left\{\ell_{j}\right\}$, equations (2.9) imply

$$
\begin{equation*}
\ell_{1}=2 \ell_{2}|n| \quad \ell_{3}=2 \ell_{2}|m| \tag{2.10}
\end{equation*}
$$

so that the wavelengths of the sound waves are integral multiples of the wavelength of the entropy wave for resonant waves.

### 2.2. The analogue of the Manley-Rowe relations

First note that equations (2.2) and (2.3) may be written in the form:

$$
\begin{align*}
& u_{t}+u_{x}+u u_{\theta}-\frac{n}{m} \frac{1}{2 \pi} \int_{0}^{2 \pi} K(m \theta+n \xi, x) v(\xi ; x, t) \mathrm{d} \xi=0  \tag{2.11}\\
& v_{t}-v_{x}+v v_{\theta}+\frac{m}{n} \frac{1}{2 \pi} \int_{0}^{2 \pi} K(m \xi+n \theta, x) u(\xi ; x, t) \mathrm{d} \xi=0 \tag{2.12}
\end{align*}
$$

where the variable $\theta$ in equation (2.11) refers to the phase of the forward sound wave, whereas in equation (2.12) $\theta$ refers to the phase of the backward sound wave. It is of interest to note that equations (2.11) and (2.12) may be written in the conservative form:

$$
\begin{align*}
& u_{t}+u_{x}+\frac{\partial}{\partial \theta}\left(\frac{u^{2}}{2}-\frac{n}{m^{2}} \frac{1}{2 \pi} \int_{0}^{2 \pi} R(m \theta+n \xi, x) v(\xi ; x, t) \mathrm{d} \xi\right)=0  \tag{2.13}\\
& v_{t}-v_{x}+\frac{\partial}{\partial \theta}\left(\frac{v^{2}}{2}+\frac{m}{n^{2}} \frac{1}{2 \pi} \int_{0}^{2 \pi} R(m \xi+n \theta, x) u(\xi ; x, t) \mathrm{d} \xi\right)=0 \tag{2.14}
\end{align*}
$$

where the equations:

$$
\begin{equation*}
R\left(\theta_{2}, x\right)=\frac{k_{2}}{4} a_{2}\left(\theta_{2}, x\right) \quad K\left(\theta_{2}, x\right)=\frac{\partial R\left(\theta_{2}, x\right)}{\partial \theta_{2}} \tag{2.15}
\end{equation*}
$$

relate the kernel $R\left(\theta_{2}, x\right)$ to the entropy wave density perturbation $a_{2}\left(\theta_{2}, x\right)$ and to the kernel $K\left(\theta_{2}, x\right)$.

Multiplying equation (2.11) by $m^{2} u$ and adding equation (2.12) multiplied by $n^{2} v$ and integrating with respect to $\theta$ from $\theta=0$ to $\theta=2 \pi$ yields the equation:

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\int_{0}^{2 \pi} \frac{m^{2} u^{2}}{2}+\frac{n^{2} v^{2}}{2} \mathrm{~d} \theta\right)+\frac{\partial}{\partial x}\left(\int_{0}^{2 \pi} \frac{m^{2} u^{2}}{2}-\frac{n^{2} v^{2}}{2} \mathrm{~d} \theta\right)+\sum_{s}\left[\frac{m^{2} u^{3}}{3}+\frac{n^{2} v^{3}}{3}\right]_{\theta_{s+}}^{\theta_{s-}}=0 \tag{2.16}
\end{equation*}
$$

where the sum over $s$ corresponds to shocks at the points $\theta=\theta_{s}$ that possibly occur in the $\theta$ range: $0<\theta<2 \pi$. Equation (2.16) is the analogue of the Manley-Rowe relations for three-wave resonant interactions of dispersive waves (see, e.g. Anile et al [7]).

### 2.3. Special forms of the equations

Below we discuss special forms of the equations which we consider in more detail in the following sections. In particular we discuss the form of the equations for the case of a periodic saw-tooth entropy wave profile in $\theta_{2}$ which allows the evaluation of the integrals in the three-wave resonant interaction terms in equations (2.11) and (2.12).
2.3.1. Case (a): $m=1$ and $n=-1$. Equations (2.11) and (2.12) in this case reduce to:

$$
\begin{align*}
& u_{t}+u_{x}+u u_{\theta}+\frac{1}{2 \pi} \int_{0}^{2 \pi} K(\theta-\xi, x) v(\xi ; x, t) \mathrm{d} \xi=0  \tag{2.17}\\
& v_{t}-v_{x}+v v_{\theta}-\frac{1}{2 \pi} \int_{0}^{2 \pi} K(\xi-\theta, x) u(\xi ; x, t) \mathrm{d} \xi=0 \tag{2.18}
\end{align*}
$$

Pego [10], Majda et al [9] and Hunter [11] considered analytical and numerical solutions of equations (2.17) and (2.18) that were independent of the long space variable $x$. For the model equations (2.17) and (2.18) the wavelengths of the sound waves are twice that of the entropy wave (see equations (2.10)). Pego [10] derived periodic, smooth analytic solutions of equations (2.17) and (2.18) for the case of a periodic kernel $K(\theta)=\sin \theta$ (see also the discussion by Anile et al [7]) in which the resonant interactions counteract the tendency of the solutions to form shocks due to the nonlinear Burgers terms.

For the case of a periodic saw-tooth entropy profile:

$$
\begin{equation*}
R(\theta)=\alpha(\theta-\pi) \quad \text { for } 0<\theta<2 \pi \tag{2.19}
\end{equation*}
$$

( $\alpha$ is a constant) periodically extended with a period of $2 \pi$ in $\theta$, the kernel $K(\theta)$ has the form:

$$
\begin{equation*}
K(\theta)=\alpha\left\{1-2 \pi \sum_{n=-\infty}^{\infty} \delta[\theta-2 n \pi]\right\} \tag{2.20}
\end{equation*}
$$

Substituting kernel (2.20) into equations (2.17) and (2.18) yields the coupled Burgers equations:

$$
\begin{align*}
& u_{t}+u_{x}+u u_{\theta}-\alpha v(\theta ; x, t)=0  \tag{2.21}\\
& v_{t}-v_{x}+v v_{\theta}+\alpha u(\theta ; x, t)=0 \tag{2.22}
\end{align*}
$$

governing the resonant interaction of the sound waves. The relevant solutions of equations (2.21) and (2.22) must have zero means, and be periodic in $\theta$.
2.3.2. Case $(b): m=1$ and $n=1$. In this case the resonant interaction equations (2.11) and (2.12) reduce to:

$$
\begin{align*}
& u_{t}+u_{x}+u u_{\theta}-\frac{1}{2 \pi} \int_{0}^{2 \pi} K(\theta+\xi, x) v(\xi ; x, t) \mathrm{d} \xi=0  \tag{2.23}\\
& v_{t}-v_{x}+v v_{\theta}+\frac{1}{2 \pi} \int_{0}^{2 \pi} K(\theta+\xi, x) u(\xi ; x, t) \mathrm{d} \xi=0 \tag{2.24}
\end{align*}
$$

For the saw-tooth entropy wave profile (2.19), these equations reduce to:

$$
\begin{align*}
& u_{t}+u_{x}+u u_{\theta}+\alpha v(-\theta ; x, t)=0  \tag{2.25}\\
& v_{t}-v_{x}+v v_{\theta}-\alpha u(-\theta ; x, t)=0 \tag{2.26}
\end{align*}
$$

The interesting point to note in this case is that the coupled Burgers equations (2.25) and (2.26) are now non-local equations, whereas the Burgers equations (2.21) and (2.22) for the case (a) $m=1$ and $n=-1$ are local equations.
2.3.3. Case (c) $m=1$ and $n=-2$. For the saw-tooth entropy wave profile the kernel $K(\theta)$ is given by equation (2.20), and the Burgers equations (2.11) and (2.12) reduce to:

$$
\begin{align*}
& u_{t}+u_{x}+u u_{\theta}-\alpha\left[v\left(\frac{1}{2} \theta ; x, t\right)+v\left(\frac{1}{2} \theta+\pi ; x, t\right)\right]=0  \tag{2.27}\\
& v_{t}-v_{x}+v v_{\theta}+\frac{1}{2} \alpha u(2 \theta ; x, t)=0 . \tag{2.28}
\end{align*}
$$

Again, we obtain non-local coupled Burgers equations for $u$ and $v$. In this case, the resonance conditions (2.9) yield

$$
\begin{equation*}
k_{1}=-\frac{k_{2}}{4} \quad k_{3}=\frac{k_{2}}{2} \tag{2.29}
\end{equation*}
$$

so that the backward sound wave has a wavelength of $\ell_{1}=4 \ell_{2}$, and the forward sound wave has a wavelength of $\ell_{3}=2 \ell_{2}$ where $\ell_{2}$ is the wavelength of the entropy wave.

## 3. Variational formulations

In this section we obtain Lagrangian and Hamiltonian variational principles for the Majda and Rosales equations (2.11) and (2.12). We illustrate some of the complications that can arise for different $m$ and $n$ by considering the examples (i) $m=1$ and $n=-1$ and (ii) $m=1$ and $n=-2$.

### 3.1. Case $m=1$ and $n=-1$

The basic equations of interest are equations (2.17) and (2.18), namely

$$
\begin{align*}
& u_{t}+u_{x}+u u_{\theta}+\hat{K}[v]=0  \tag{3.1}\\
& v_{t}-v_{x}+v v_{\theta}-\hat{K}^{\dagger}[u]=0 \tag{3.2}
\end{align*}
$$

where the integral operators $\hat{K}$ and $\hat{K}^{\dagger}$ are defined by the equations:

$$
\begin{align*}
\hat{K}[v] & =\frac{1}{2 \pi} \int_{0}^{2 \pi} K(\theta-\xi, x) v(\xi ; x, t) \mathrm{d} \xi  \tag{3.3}\\
\hat{K}^{\dagger}[u] & =\frac{1}{2 \pi} \int_{0}^{2 \pi} K(\xi-\theta, x) u(\xi ; x, t) \mathrm{d} \xi \tag{3.4}
\end{align*}
$$

In equations (3.1)-(3.4) $\hat{K}^{\dagger}$ is the adjoint of the operator $\hat{K}$ with respect to the standard inner product

$$
\begin{equation*}
\langle f, g\rangle=\int_{0}^{2 \pi} f(\xi) g(\xi) \mathrm{d} \xi \tag{3.5}
\end{equation*}
$$

To obtain a Lagrangian variational principle for these equations, first introduce potential variables $U(\theta ; x, t)$ and $V(\theta ; x, t)$ such that

$$
\begin{equation*}
u=U_{\theta} \quad v=V_{\theta} \tag{3.6}
\end{equation*}
$$

By noting that the operators $\hat{K}$ and $\hat{K}^{\dagger}$ commute with $D_{\theta} \equiv \partial / \partial \theta$, i.e.

$$
\begin{equation*}
D_{\theta}(\hat{K}[V])=\hat{K}\left[D_{\theta} V\right] \quad D_{\theta}\left(\hat{K}^{\dagger}[U]\right)=\hat{K}^{\dagger}\left[D_{\theta} U\right] \tag{3.7}
\end{equation*}
$$

one finds that equations (3.1) and (3.2) may be written in the potential form:

$$
\begin{align*}
& D_{\theta}\left(U_{t}+U_{x}+\frac{1}{2} U_{\theta}^{2}+\hat{K}[V]\right)=0  \tag{3.8}\\
& D_{\theta}\left(V_{t}-V_{x}+\frac{1}{2} V_{\theta}^{2}-\hat{K}^{\dagger}[U]\right)=0 \tag{3.9}
\end{align*}
$$

Equations (3.8) and (3.9) may be obtained from the variational principle of extremizing the Lagrangian variational functional:

$$
\begin{equation*}
L=\int_{-\infty}^{\infty} \mathrm{d} t \int_{-\infty}^{\infty} \mathrm{d} x \int_{0}^{2 \pi} \mathrm{~d} \theta \mathcal{L} \tag{3.10}
\end{equation*}
$$

where
$\mathcal{L}=-\frac{1}{2}\left(U_{\theta} U_{t}+V_{\theta} V_{t}\right)-\frac{1}{2}\left(U_{x} U_{\theta}-V_{x} V_{\theta}\right)-\frac{1}{6}\left(U_{\theta}^{3}+V_{\theta}^{3}\right)+\frac{1}{2}\left(\hat{K}^{\dagger}[U] V_{\theta}-\hat{K}[V] U_{\theta}\right)$
is the Lagrangian density.
Equations (3.1) and (3.2) may also be written in the Hamiltonian form:

$$
\begin{equation*}
u_{t}=D_{\theta}\left(\frac{\delta H}{\delta u}\right) \quad v_{t}=D_{\theta}\left(\frac{\delta H}{\delta v}\right) \tag{3.12}
\end{equation*}
$$

where the Hamiltonian functional has the form:
$H=\int_{-\infty}^{\infty} \mathrm{d} x \int_{0}^{2 \pi} \mathrm{~d} \theta \mathcal{H}$
$\mathcal{H}=-\frac{1}{6}\left(u^{3}+v^{3}\right)-\frac{1}{2}\left(u D_{\theta}^{-1} u_{x}-v D_{\theta}^{-1} v_{x}\right)-\frac{1}{2}\left\{u \hat{K}\left[D_{\theta}^{-1} v\right]-v \hat{K}^{\dagger}\left[D_{\theta}^{-1} u\right]\right\}$
and $D_{\theta}^{-1} f \equiv \int^{\theta} \mathrm{d} \theta f(\theta)$. In equations (3.12) $D_{\theta}$ is the symplectic operator (e.g. [12]). Alternatively, using the Poisson bracket for functionals $F$ and $G$ :

$$
\begin{equation*}
\{F, G\}=\int_{0}^{2 \pi} \mathrm{~d} \theta \frac{\delta F}{\delta u^{\alpha}} D_{\theta}\left(\frac{\delta G}{\delta u^{\alpha}}\right) \tag{3.14}
\end{equation*}
$$

where $\left(u^{1}, u^{2}\right) \equiv(u, v)$ equations (3.12) may be written in the form:

$$
\begin{equation*}
u_{t}=\{u, H\} \quad v_{t}=\{v, H\} \tag{3.15}
\end{equation*}
$$

For the case of a saw-tooth entropy wave profile (2.19), the Lagrangian density $\mathcal{L}$ in equation (3.11) takes the form:
$\mathcal{L}_{\alpha}=-\frac{1}{2}\left(U_{\theta} U_{t}+V_{\theta} V_{t}\right)-\frac{1}{2}\left(U_{x} U_{\theta}-V_{x} V_{\theta}\right)-\frac{1}{6}\left(U_{\theta}^{3}+V_{\theta}^{3}\right)-\frac{1}{2} \alpha\left(U V_{\theta}-V U_{\theta}\right)$
and a similar result applies for the Hamiltonian density in equations (3.13).

### 3.2. Case $m=1$ and $n=-2$

In this section we show the kind of complications that arise for cases where $m \neq 1$ and $n \neq-1$. The examples of saw-tooth entropy profiles discussed in equations (2.25) and (2.26) for $m=1, n=1$ and in equations (2.27) and (2.28) for the case $m=1$ and $n=-2$ lead to non-local coupled Burgers equations for the backward and forward sound waves.

Equations (2.11) and (2.12) for the case $m=1$ and $n=-2$ reduce to:

$$
\begin{align*}
& u_{t}+u_{x}+u u_{\theta}+\frac{1}{\pi} \int_{0}^{2 \pi} K(\theta-2 \xi, x) v(\xi ; x, t) \mathrm{d} \xi=0  \tag{3.17}\\
& v_{t}-v_{x}+v v_{\theta}-\frac{1}{4 \pi} \int_{0}^{2 \pi} K(\xi-2 \theta, x) u(\xi ; x, t) \mathrm{d} \xi=0 \tag{3.18}
\end{align*}
$$

For the case of a saw-tooth entropy wave profile (2.19), equations (3.17) and (3.18) reduce to equations (2.27) and (2.28), in which $u(\theta ; x, t), u(2 \theta ; x, t), v(\theta ; x, t), v\left(\frac{1}{2} \theta ; x, t\right)$ and $v\left(\frac{1}{2} \theta+\pi ; x, t\right)$ play a role. Equation (3.17) may be written in the form:
$u_{t}+u_{x}+u u_{\theta}+\frac{1}{2 \pi} \int_{0}^{2 \pi} K(\theta-\eta ; x, t)\left[v\left(\frac{1}{2} \eta ; x, t\right)+v\left(\frac{1}{2} \eta+\pi ; x, t\right)\right] \mathrm{d} \eta=0$.

Hence $v\left(\frac{1}{2} \eta ; x, t\right)$ and $v\left(\frac{1}{2} \eta+\pi ; x, t\right)$ also play an important role in equations (3.17) and (3.18).

Motivated by the above observations we introduce new variables:

$$
\begin{equation*}
z_{1}(\theta ; x, t)=2^{\frac{1}{2}} v\left(\frac{1}{2} \theta ; x, t\right) \quad z_{2}(\theta ; x, t)=2^{\frac{1}{2}} v\left(\frac{1}{2} \theta+\pi ; x, t\right) \tag{3.20}
\end{equation*}
$$

where $0 \leqslant \theta \leqslant 2 \pi$. Note that $v(\theta ; x, t)$ can be reconstructed from $z_{1}(\theta ; x, t)$ and $z_{2}(\theta ; x, t)$. The functions $u, z_{1}$ and $z_{2}$ satisfy the coupled equations:

$$
\begin{align*}
& u_{t}+u_{x}+u u_{\theta}+2^{-\frac{1}{2}} \hat{K}\left[z_{1}+z_{2}\right]=0 \\
& z_{1 t}-z_{1 x}+2^{\frac{1}{2}} z_{1} z_{1 \theta}-2^{-\frac{1}{2}} \hat{K}^{\dagger}[u]=0  \tag{3.21}\\
& z_{2 t}-z_{2 x}+2^{\frac{1}{2}} z_{2} z_{2 \theta}-2^{-\frac{1}{2}} \hat{K}^{\dagger}[u]=0
\end{align*}
$$

Note that $z_{1}$ and $z_{2}$ satisfy the same partial differential equation. One possible solution of these equations is $z_{1}=z_{2}$, although this will not generally be the case, unless $v(\theta ; x, t)$ has a period of $\pi$ in $\theta$. If $v(\theta ; x, t)$ does not have a shock at $\theta=\pi$, then $z_{1}(2 \pi ; x, t)=z_{2}(0 ; x, t)$, and higher-order derivatives of $v$ would match at $\theta=\pi$. Using the notation:

$$
\begin{equation*}
\psi=\left(u, z_{1}, z_{2}\right)^{T} \quad \psi^{2}=\left(u^{2}, z_{1}^{2}, z_{2}^{2}\right)^{T} \tag{3.22}
\end{equation*}
$$

(the superscript $T$ denotes the transpose), equations (3.21) may be written in the matrix form:

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}+\mathbf{A} \cdot \frac{\partial \psi}{\partial x}+\frac{1}{2} D_{\theta}\left(\mathbf{B} \cdot \psi^{2}\right)+\tilde{\mathbf{K}} \cdot \psi=0 \tag{3.23}
\end{equation*}
$$

where the matrices $\mathbf{A}$ and $\mathbf{B}$ are given by

$$
\begin{align*}
\mathbf{A} & =\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right) \\
\mathbf{B} & =\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 2^{\frac{1}{2}} & 0 \\
0 & 0 & 2^{\frac{1}{2}}
\end{array}\right) \tag{3.24}
\end{align*}
$$

and the matrix operator $\tilde{\mathbf{K}}$ has the form:

$$
\tilde{\mathbf{K}}=\frac{1}{2^{\frac{1}{2}}}\left(\begin{array}{ccc}
0 & \hat{K} & \hat{K}  \tag{3.25}\\
-\hat{K}^{\dagger} & 0 & 0 \\
-\hat{K}^{\dagger} & 0 & 0
\end{array}\right)
$$

The operators $\hat{K}$ and $\hat{K}^{\dagger}$ are defined in equations (3.3) and (3.4) where $\hat{\boldsymbol{K}}^{\dagger}$ is the adjoint of $\hat{K}$. The matrix operator in equation (3.25) is skew adjoint (i.e. $\tilde{\mathbf{K}}^{\dagger}=-\tilde{\mathbf{K}}^{T}$ ).

Introducing the potential variables:

$$
\begin{equation*}
\Psi=\left(U, Z_{1}, Z_{2}\right)^{T} \quad \psi=\Psi_{\theta} \equiv\left(u, z_{1}, z_{2}\right)^{T} \tag{3.26}
\end{equation*}
$$

equations (3.23) may be written in the potential form:

$$
\begin{equation*}
D_{\theta}\left(\Psi_{t}+\mathbf{A} \cdot \Psi_{x}+\frac{1}{2} \mathbf{B} \cdot \Psi_{\theta}^{2}+\tilde{\mathbf{K}} \cdot \Psi\right)=0 \tag{3.27}
\end{equation*}
$$

In the derivation of equation (3.27) we use the fact that the operators $\hat{K}$ and $\hat{K}^{\dagger}$ commute with $D_{\theta}$ (see equations (3.7)). The notation:

$$
\begin{equation*}
\Psi_{\theta}^{2} \equiv\left(U_{\theta}^{2}, Z_{1 \theta}^{2}, Z_{2 \theta}^{2}\right)^{T} \tag{3.28}
\end{equation*}
$$

is used in equation (3.27).

Equations (3.27) may be obtained by extremizing the variational functional

$$
\begin{equation*}
L=\int_{-\infty}^{\infty} \mathrm{d} t \int_{-\infty}^{\infty} \mathrm{d} x \int_{0}^{2 \pi} \mathrm{~d} \theta \mathcal{L} \tag{3.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2} \Psi_{\theta}^{T} \cdot \Psi_{t}-\frac{1}{2} \Psi_{\theta}^{T} \cdot \mathbf{A} \cdot \Psi_{x}-\frac{1}{2} \Psi_{\theta}^{T} \cdot \tilde{\mathbf{K}} \cdot \Psi-\frac{1}{6}\left(\Psi_{\theta}^{2}\right)^{T} \cdot \mathbf{B} \cdot \Psi_{\theta} \tag{3.30}
\end{equation*}
$$

Alternatively in component form:

$$
\begin{align*}
\mathcal{L}=-\frac{1}{2}\left(U_{\theta} U_{t}\right. & \left.+Z_{1 \theta} Z_{1 t}+Z_{2 \theta} Z_{2 t}\right)-\frac{1}{2}\left(U_{\theta} U_{x}-Z_{1 \theta} Z_{1 x}-Z_{2 \theta} Z_{2 x}\right) \\
& -2^{-\frac{3}{2}}\left\{U_{\theta} \hat{K}\left[Z_{1}+Z_{2}\right]-\left(Z_{1 \theta}+Z_{2 \theta}\right) \hat{K}^{\dagger}[U]\right\}-\frac{1}{6}\left[U_{\theta}^{3}+2^{\frac{1}{2}}\left(Z_{1 \theta}^{3}+Z_{2 \theta}^{3}\right)\right] . \tag{3.31}
\end{align*}
$$

The variational principle (3.29) yields equations (3.21). Note, however that further constraints may need to be applied to the variational functional (3.29) if $v(\theta ; x, t)$ is to be smooth at $\theta=\pi$.

Equations (3.23) can also be written in the Hamiltonian form:

$$
\begin{equation*}
\psi_{t}=D_{\theta}\left(\frac{\delta H}{\delta \psi}\right) \tag{3.32}
\end{equation*}
$$

where the Hamiltonian functional is given by:

$$
\begin{equation*}
H=\int_{-\infty}^{\infty} \mathrm{d} x \int_{0}^{2 \pi} \mathrm{~d} \theta\left[-\frac{1}{2} \Psi_{\theta}^{T} \cdot \mathbf{A} \cdot \Psi_{x}-\frac{1}{2} \Psi_{\theta}^{T} \cdot \tilde{\mathbf{K}} \cdot \Psi-\frac{1}{6}\left(\Psi_{\theta}^{2}\right)^{T} \cdot \mathbf{B} \cdot \Psi_{\theta}\right] \tag{3.33}
\end{equation*}
$$

The above development for the case $m=1$, and $n=-2$ shows that for $m \neq 1, n \neq-1$, it is necessary in general to introduce new variables to reduce the equations to Hamiltonian form. Clearly the above analysis can be generalized for more general $m$ and $n$.

## 4. Symmetries and conservation laws

In this section we discuss the symmetries and conservation laws for the coupled Burgers equations (2.21) and (2.22) governing the resonant interaction of the backward and forward sound waves for the case of a saw-tooth entropy wave profile described by equations (2.19) and (2.20). The symmetries are also used to derive similarity solutions of the equations. We restrict our attention to solutions which are independent of the long space variable $x$. Thus, the equations of interest are:

$$
\begin{align*}
& u_{t}+u u_{\theta}-\alpha v(\theta, t)=0  \tag{4.1}\\
& v_{t}+v v_{\theta}+\alpha u(\theta, t)=0 \tag{4.2}
\end{align*}
$$

where $\alpha$ is a constant.
Equations (4.1) and (4.2) may be obtained from the variational principle (see equations (3.10)-(3.16)) of extremizing the functional:

$$
\begin{align*}
& L=\int_{-\infty}^{\infty} \mathrm{d} t \int_{0}^{2 \pi} \mathrm{~d} \theta \mathcal{L}_{\alpha}  \tag{4.3}\\
& \mathcal{L}_{\alpha}=-\frac{1}{2}\left(U_{\theta} U_{t}+V_{\theta} V_{t}\right)-\frac{1}{6}\left(U_{\theta}^{3}+V_{\theta}^{3}\right)-\frac{1}{2} \alpha\left(U V_{\theta}-V U_{\theta}\right)
\end{align*}
$$

where $u=U_{\theta}$ and $v=V_{\theta}$. The potential form of equations (4.1) and (4.2) are also of interest are, namely:

$$
\begin{align*}
& U_{t}+\frac{1}{2} U_{\theta}^{2}-\alpha V=0  \tag{4.4}\\
& V_{t}+\frac{1}{2} V_{\theta}^{2}+\alpha U=0 \tag{4.5}
\end{align*}
$$

The Lie point symmetries admitted by equations (4.1) and (4.2), and equations (4.4) and (4.5) are discussed in section 4.1. In section 4.2 conservation laws for the equations are obtained by using the variational formulation (4.3) of the equations in conjunction with Noether's theorem. Section 4.3 considers similarity solutions of the equations and their relation to analytic solutions obtained by Majda et al [9].

### 4.1. Lie point symmetries

Equations (4.1) and (4.2) admit infinitesimal Lie point symmetries of the form:

$$
\begin{equation*}
t^{\prime}=t+\epsilon \xi^{t} \quad \theta^{\prime}=\theta+\epsilon \xi^{\theta} \quad u^{\prime}=u+\epsilon \eta^{u} \quad v^{\prime}=v+\epsilon \eta^{v} \tag{4.6}
\end{equation*}
$$

where the infinitesimal generators $\left(\xi^{t}, \xi^{\theta}, \eta^{u}, \eta^{v}\right)$ are given by:

$$
\begin{equation*}
\xi^{t}=a_{1} \quad \xi^{\theta}=a_{2}+a_{3} \theta \quad \eta^{u}=a_{3} u \quad \eta^{v}=a_{3} v \tag{4.7}
\end{equation*}
$$

and $a_{1}, a_{2}$ and $a_{3}$ are constants. The corresponding point Lie algebra has the general isovector

$$
\begin{equation*}
X=\xi^{t} \frac{\partial}{\partial t}+\xi^{\theta} \frac{\partial}{\partial \theta}+\eta^{u} \frac{\partial}{\partial u}+\eta^{v} \frac{\partial}{\partial v} \equiv a_{1} X_{1}+a_{2} X_{2}+a_{3} X_{3} \tag{4.8}
\end{equation*}
$$

where

$$
\begin{align*}
& X_{1}=\frac{\partial}{\partial t} \\
& X_{2}=\frac{\partial}{\partial \theta}  \tag{4.9}\\
& X_{3}=\theta \frac{\partial}{\partial \theta}+u \frac{\partial}{\partial u}+v \frac{\partial}{\partial v}
\end{align*}
$$

are the basis elements of the Lie algebra. The operators $X_{1}, X_{2}$ and $X_{3}$ correspond respectively to the time translation symmetry, $\theta$-translation symmetry and a 'stretch' symmetry of equations (4.1) and (4.2).

Using results (4.7)-(4.9) one can show that the potential equations (4.4) and (4.5) admit the Lie symmetry operators:

$$
\begin{align*}
& Y_{1}=\frac{\partial}{\partial t} \\
& Y_{2}=\frac{\partial}{\partial \theta}  \tag{4.10}\\
& Y_{3}=\theta \frac{\partial}{\partial \theta}+2 U \frac{\partial}{\partial U}+2 V \frac{\partial}{\partial V} \\
& Y_{4} \equiv Y_{\delta}=\sin (\alpha t+\delta) \frac{\partial}{\partial U}+\cos (\alpha t+\delta) \frac{\partial}{\partial V}
\end{align*}
$$

The symmetry operators $Y_{1}, Y_{2}$ and $Y_{3}$ in equations (4.10) correspond to the symmetry operators $\left\{X_{1}, X_{2}, X_{3}\right\}$ of equations (4.9) associated with equations (4.1) and (4.2). The operator $Y_{4}$ in equations (4.10) corresponds to the fact that the potential equations (4.4) and (4.5) remain invariant under the transformations:

$$
\begin{equation*}
U^{\prime}=U+\epsilon \sin (\alpha t+\delta) \quad V^{\prime}=V+\epsilon \cos (\alpha t+\delta) \tag{4.11}
\end{equation*}
$$

which are gauge symmetries.

### 4.2. Conservation laws

Using the symmetries (4.10) of the potential equations (4.4) and (4.5), the variational principle (4.3) and applying Noether's theorem (e.g. Bluman and Kumei [13], Olver [14]) leads to four conservation laws associated with equations (4.1) and (4.2) and (4.4) and (4.5) of the form:

$$
\begin{equation*}
D_{t} E_{j}+D_{\theta} F_{j}=0 \quad j=1(1) 4 \tag{4.12}
\end{equation*}
$$

where $D_{t} \equiv \partial / \partial t$ and $D_{\theta} \equiv \partial / \partial \theta$. The conserved densities $\left\{E_{j}\right\}$ and fluxes $\left\{F_{j}\right\}$ associated with each of the symmetries are listed below:

$$
\begin{align*}
& E_{1}=-\frac{1}{6}\left(u^{3}+v^{3}\right)-\frac{1}{2} \alpha(U v-V u) \\
& F_{1}=-\frac{1}{8}\left(u^{4}+v^{4}\right)+\frac{1}{4} \alpha\left(V u^{2}-U v^{2}\right)  \tag{4.13}\\
& E_{2}=\frac{1}{2}\left(u^{2}+v^{2}\right) \\
& F_{2}=\frac{1}{3}\left(u^{3}+v^{3}\right)  \tag{4.14}\\
& E_{3}=\frac{1}{2}\left(\theta u^{2}+\theta v^{2}\right)-(U u+V v)+\frac{1}{2} D_{\theta}^{-1}\left(u^{2}+v^{2}\right) \\
& F_{3}=\frac{1}{3} \theta\left(u^{3}+v^{3}\right)-\frac{1}{2}\left(U u^{2}+V v^{2}\right)  \tag{4.15}\\
& E_{4}=u \sin (\alpha t+\delta)+v \cos (\alpha t+\delta)  \tag{4.16}\\
& F_{4}=\frac{1}{2}\left[u^{2} \sin (\alpha t+\delta)+v^{2} \cos (\alpha t+\delta)\right]
\end{align*}
$$

The conserved density $E_{1}$ associated with time translation invariance in equations (4.13) corresponds to the Hamiltonian density, i.e. equations (4.1) and (4.2) may be written in the Hamiltonian form (3.12) where

$$
\begin{equation*}
H=\int_{0}^{2 \pi} \mathrm{~d} \theta E_{1} \equiv \int_{0}^{2 \pi} \mathrm{~d} \theta\left[-\frac{1}{6}\left(u^{3}+v^{3}\right)-\frac{1}{2} \alpha(U v-V u)\right] \tag{4.17}
\end{equation*}
$$

is the Hamiltonian functional.
The conservation law associated with $\theta$-translation invariance (equations (4.14)) corresponds to the Manley-Rowe relations (2.16) discussed in section 2. The conservation law associated with the stretch symmetry $Y_{3}$ (equations (4.10) and (4.15)) is the least obvious law. The conservation law (4.16) associated with $Y_{4}$ might have been expected from the fact that the linearized version of equations (4.1) and (4.2) admit the trigonometric solutions:

$$
\begin{equation*}
u=\sin (\alpha t+\delta) \quad v=\cos (\alpha t+\delta) \tag{4.18}
\end{equation*}
$$

### 4.3. Similarity solutions

Classical similarity solutions of equations (4.1) and (4.2) may be obtained by first integrating the group trajectories:

$$
\begin{equation*}
\frac{\mathrm{d} t}{\xi^{t}}=\frac{\mathrm{d} \theta}{\xi^{\theta}}=\frac{\mathrm{d} u}{\eta^{u}}=\frac{\mathrm{d} v}{\eta^{v}} \tag{4.19}
\end{equation*}
$$

to obtain the group invariants (see, e.g. [13]). In the present case the infinitesimal generators of the point Lie group are given by equations (4.7), so that equations (4.19) reduce to:

$$
\begin{equation*}
\frac{\mathrm{d} t}{a_{1}}=\frac{\mathrm{d} \theta}{a_{2}+a_{3} \theta}=\frac{\mathrm{d} u}{a_{3} u}=\frac{\mathrm{d} v}{a_{3} v} . \tag{4.20}
\end{equation*}
$$

Integrating the group trajectories (4.20), assuming $a_{1} \neq 0$ and $a_{3} \neq 0$ yields the group invariants:

$$
\begin{equation*}
J_{1}=\ln \left|\theta-\theta_{0}\right|-\mu t \quad J_{2}=\frac{u}{\theta-\theta_{0}} \quad J_{3}=\frac{v}{\theta-\theta_{0}} \tag{4.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu=\frac{a_{3}}{a_{1}} \quad \theta_{0}=-\frac{a_{2}}{a_{3}} . \tag{4.22}
\end{equation*}
$$

From equations (4.21) and (4.22), it follows that equations (4.1) and (4.2) possess similarity solutions of the form:

$$
\begin{equation*}
u=\left(\theta-\theta_{0}\right) f(\eta) \quad v=\left(\theta-\theta_{0}\right) g(\eta) \tag{4.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=\ln \left|\theta-\theta_{0}\right|-\mu t \tag{4.24}
\end{equation*}
$$

is the similarity variable. Substituting the solution ansatz (4.23) and (4.24) into equations (4.1) and (4.2) yields the ordinary differential equations:

$$
\begin{equation*}
(f-\mu) f^{\prime}(\eta)=-\left(f^{2}-\alpha g\right) \quad(g-\mu) g^{\prime}(\eta)=-\left(g^{2}+\alpha f\right) \tag{4.25}
\end{equation*}
$$

Since equations (4.25) do not depend explicitly on $\eta$, the equations may be combined to yield a single ordinary differential equation

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} g}=\frac{\left(f^{2}-\alpha g\right)(g-\mu)}{\left(g^{2}+\alpha f\right)(f-\mu)} \tag{4.26}
\end{equation*}
$$

in the $(f, g)$ phase plane. It is of interest to note that equation (4.26) is an example of Darboux's equation (e.g. Ince [15, p 29]; Goursat [16, p 29]), i.e. equation (4.26) may be written in the form:

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} g}=\frac{N f-M}{N g-L} \tag{4.27}
\end{equation*}
$$

where

$$
\begin{align*}
& M=\mu f^{2}+\alpha g^{2}-\mu \alpha g \\
& N=f g  \tag{4.28}\\
& L=\mu g^{2}-\alpha f^{2}+\mu \alpha f .
\end{align*}
$$

The general theory of Darboux's equation is described in [15, 16], where further reference to the original work of Darboux may be found.

The general character of the solutions for equations (4.25) and (4.26) may be deduced from an analysis of the critical points of equation (4.26) in the $(f, g)$ phase plane. This is carried out in section 5. For general $\alpha$ and $\mu$, we have not been able to obtain an analytic integral of equation (4.26). However, in the special cases (a) $a_{3} \rightarrow 0\left(\left|\theta_{0}\right| \rightarrow \infty, \mu \rightarrow 0\right)$ and (b) $a_{1} \rightarrow 0(\mu \rightarrow \infty)$ Majda et al [9] obtained first integrals. The Lagrangian and Hamiltonian structure associated with these solutions are discussed below.

### 4.3.1. Special solutions.

Case (a): $a_{3}=0$. The similarity solutions for $a_{3}=0$ may be obtained from equations (4.22)-(4.25) by a suitable rescaling of the variables. However, it is simpler just to re-integrate the group trajectories (4.20) with $a_{3}=0$, to obtain the travelling wave similarity solutions:

$$
\begin{equation*}
u=u(\eta) \quad v=v(\eta) \tag{4.29}
\end{equation*}
$$

where the equations:

$$
\begin{equation*}
\eta=\theta-\lambda t \quad \lambda=\frac{a_{2}}{a_{1}} \tag{4.30}
\end{equation*}
$$

define the similarity variable.
Substitution of the solution ansatz (4.29) and (4.30) into equations (4.1) and (4.2) yields the equations:

$$
\begin{equation*}
(u-\lambda) u^{\prime}(\eta)=\alpha v \quad(v-\lambda) v^{\prime}(\eta)=-\alpha u \tag{4.31}
\end{equation*}
$$

Equations (4.31) may be combined to yield the differential equation

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} v}=-\frac{v(v-\lambda)}{u(u-\lambda)} \tag{4.32}
\end{equation*}
$$

with integral

$$
\begin{equation*}
H=\frac{1}{3}\left(u^{3}+v^{3}\right)-\frac{1}{2} \lambda\left(u^{2}+v^{2}\right) \tag{4.33}
\end{equation*}
$$

where $H$ is the integration constant. Integral (4.33) was obtained by Majda et al [9]. Below it is shown that $H$ is the Hamiltonian for equations (4.31).

Introducing the canonical variables:

$$
\begin{equation*}
q_{1}=\frac{a(u-\lambda)^{2}}{2 \alpha^{\frac{1}{2}}} \quad p_{1}=\frac{(v-\lambda)^{2}}{2 a \alpha^{\frac{1}{2}}} \tag{4.34}
\end{equation*}
$$

(where $a$ is an arbitrary constant), equations (4.31) may be written in the Hamiltonian form:

$$
\begin{align*}
& \frac{\mathrm{d} q_{1}}{\mathrm{~d} \eta}=\frac{\partial H}{\partial p_{1}} \equiv a \alpha^{\frac{1}{2}} v \\
& \frac{\mathrm{~d} p_{1}}{\mathrm{~d} \eta}=-\frac{\partial H}{\partial q_{1}} \equiv-\frac{\alpha^{\frac{1}{2}} u}{a} \tag{4.35}
\end{align*}
$$

Using results (4.33)-(4.35) it follows that equations (4.31) may also be obtained by extremizing the variational functional

$$
\begin{equation*}
L=\int\left(\frac{(v-\lambda)^{2}(u-\lambda)}{2 \alpha} u^{\prime}(\eta)-\frac{u^{3}+v^{3}}{3}+\frac{\lambda\left(u^{2}+v^{2}\right)}{2}\right) \mathrm{d} \eta \tag{4.36}
\end{equation*}
$$

Alternative canonical variables to $\left\{q_{1}, p_{1}\right\}$ can be chosen. It is straightforward to verify that

$$
\begin{equation*}
q_{2}=u \quad p_{2}=\frac{(v-\lambda)^{2}(u-\lambda)}{2 \alpha} \tag{4.37}
\end{equation*}
$$

are also canonical variables for equations (4.31) with Hamiltonian (4.33).

Case (b): $a_{l}=0$. Integrating the group trajectories (4.20) for this case yields similarity solutions of the form:

$$
\begin{equation*}
u=\left(\theta-\theta_{0}\right) f(t) \quad v=\left(\theta-\theta_{0}\right) g(t) \tag{4.38}
\end{equation*}
$$

where $\eta \equiv t$ is the similarity variable. Substitution of the solution ansatz (4.38) into equations (4.1) and (4.2) yields the ordinary differential equations:

$$
\begin{equation*}
f^{\prime}(t)=-\left(f^{2}-\alpha g\right) \quad g^{\prime}(t)=-\left(g^{2}+\alpha f\right) \tag{4.39}
\end{equation*}
$$

Equations (4.39) may be combined to yield the differential equation

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} g}=\frac{f^{2}-\alpha g}{g^{2}+\alpha f} \tag{4.40}
\end{equation*}
$$

in the $(f, g)$ phase plane.

Majda et al [9], stimulated by a suggestion from Professor Cheng at MIT obtained the integral

$$
\begin{equation*}
H=\frac{1}{2} \Omega+\alpha \ln |\Omega|-\frac{\alpha^{2}}{2 \Omega}-\frac{r^{2}}{2 \Omega} \tag{4.41}
\end{equation*}
$$

of equation (4.40), where

$$
\begin{equation*}
\Omega=f-g-\alpha \quad r^{2}=f^{2}+g^{2} \tag{4.42}
\end{equation*}
$$

Introducing the variables

$$
\begin{equation*}
q=a f+(1-a) g \quad p=\frac{1}{f-g-\alpha} \tag{4.43}
\end{equation*}
$$

where $a$ is an arbitrary constant, equations (4.39) may be cast in the Hamiltonian form:

$$
\begin{align*}
& \frac{\mathrm{d} p}{\mathrm{~d} t}=-\frac{\partial H}{\partial q} \equiv-\frac{f+g}{f-g-\alpha}  \tag{4.44}\\
& \frac{\mathrm{d} q}{\mathrm{~d} t}=\frac{\partial H}{\partial p} \equiv-\left[a\left(f^{2}-\alpha g\right)+(1-a)\left(g^{2}+\alpha f\right)\right]
\end{align*}
$$

where the Hamiltonian $H$ is given by equation (4.41). The above concludes our discussion of the Hamiltonian and Lagrangian variational formulations of the solutions obtained by Majda et al [9]. In the next section we give numerical examples of the similarity solutions and discuss the phase plane structure of equations (4.26), (4.32) and (4.40).

## 5. Solution examples

In this section we investigate the phase plane structure of the similarity solutions obtained in section 4.3. The physically relevant solutions are required to be periodic in $\theta$ (a period of $2 \pi$ was assumed in section 3 , although this normalization for the period is not essential), and to have zero means for $u$ and $v$ averaged over the period. In section 5.1 we discuss solutions that depend on $\theta$ and $t$. We begin by discussing two solutions investigated by Majda et al [9] (case (a) $a_{3}=0$, and case (b) $a_{1}=0$ of section 4.3), and then go on to discuss the general similarity solutions with $a_{1} \neq 0$ and $a_{3} \neq 0$. Section 5.2 discusses how the solutions of section 5.1 may be generalized to include a dependence on the slow space variable $x$.

### 5.1. Solutions dependent on $\theta$ and $t$

5.1.1. Case $a_{3}=0$. The solutions of interest are the travelling wave solutions with similarity variable $\eta=\theta-\lambda t$, described by equations (4.29)-(4.33). Figure 1 shows the contours of the Hamiltonian

$$
\begin{equation*}
H_{0}=\frac{1}{3}\left(u^{3}+v^{3}\right)-\frac{1}{2} \lambda\left(u^{2}+v^{2}\right) \tag{5.1}
\end{equation*}
$$

in the $(u, v)$-plane (see also [9], figure 30). There are four critical points of the differential equations (4.31) and (4.32), namely the points $A(0,0), B(\lambda, 0), C(\lambda, \lambda)$ and $D(0, \lambda)$ in figure 1. The detailed structure of the trajectories in the vicinity of the critical points may be ascertained by linearizing equation (4.32) about these points. The points $A$ and $C$ are centres, whereas points $B$ and $D$ are saddles. The orbits of most physical interest in figure 1 are the periodic orbits enclosed within the critical contour EFBDE $\left(H_{0}=-\lambda^{3} / 6\right)$. From equations (4.31):

$$
\begin{equation*}
v=\frac{1}{\alpha} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\left(\frac{(u-\lambda)^{2}}{2}\right) \quad u=-\frac{1}{\alpha} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\left(\frac{(v-\lambda)^{2}}{2}\right) . \tag{5.2}
\end{equation*}
$$



Figure 1. Contours of the Hamiltonian (5.1) for the travelling wave solutions of equations (4.29)-(4.32) corresponding to a saw-tooth entropy wave profile for the case $\lambda=1$. The critical contours DEFBD and GBDG have a height of $H=H_{c}=-\lambda^{3} / 6$.

Hence, the periodic orbits within EFBDE have zero means $\langle u\rangle$ and $\langle v\rangle$. Note that the orbits about the other centre critical point $C$ do not have zero means, since $\mathrm{d} u / \mathrm{d} \eta$ and $\mathrm{d} v / \mathrm{d} \eta$ diverge as $u \rightarrow \lambda$ and $v \rightarrow \lambda$ respectively. This accounts for the reversal of the orbits about the horizontal line $v=\lambda$ and vertical line $u=\lambda$.

The equation of the critical contour $H_{c}=-\lambda^{3} / 6$ that passes through the critical points $B(\lambda, 0)$ and $D(0, \lambda)$ consists of the straight line

$$
\begin{equation*}
u+v=\lambda \tag{5.3}
\end{equation*}
$$

connecting the critical points, and the curved part of the contour described by the algebraic curve

$$
\begin{equation*}
u^{2}+v^{2}-u v-\frac{1}{2} \lambda(u+v+\lambda)=0 \tag{5.4}
\end{equation*}
$$

It is of interest to note that the periodic orbits that lie within the critical contour EFBDE have contour heights in the range $-\lambda^{3} / 6<H_{0}<0$, where the contour height $H_{0}=0$ corresponds to the centre critical point $A$.

One can show that the period $T$ of the periodic orbits within EFBDE is a monotonic increasing function of $H_{0}$, of the form $T=(\lambda / \alpha) \tau\left(H_{0} / H_{c}\right)$ where $H_{c}=-\lambda^{3} / 6$ is the value of $H_{0}$ for the critical contour. The smallest period orbit is for the orbit EFBDE, and the largest period is obtained for the limiting, zero radius orbit about $A$. The periodic orbits, and an expression for $T$ are discussed in more detail in the appendix.

Figure 2 shows plots of $u(\eta)$ and $v(\eta)$ for a periodic travelling wave solution with $H_{0}=-0.13, \alpha=1, \lambda=1.05$, for which the wave period $T=2 \pi$. Note the periodic
exchange of energy between the two sound waves. The travelling wave corresponding to the orbit EFBDE in figure 1 , has a cusp in the profile of $u(\eta)$ corresponding to point $D$ in figure 1. It is of interest to note that the conservation of $H_{0}$ throughout the motion is related to the $\theta$-translation conservation law:

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\frac{1}{2}\left(u^{2}+v^{2}\right)\right]+\frac{\partial}{\partial \theta}\left[\frac{1}{3}\left(u^{3}+v^{3}\right)\right]=0 \tag{5.5}
\end{equation*}
$$

obtained in equation (4.14). Equation (5.5) is the wave action conservation law, and is also related to the Manley-Rowe relations (2.16). Thus, the constancy of $H_{0}$ throughout the wave may be thought of as a balance between the conserved action density $E_{2}=\frac{1}{2}\left(u^{2}+v^{2}\right)$ and the action flux $F_{2}=\frac{1}{3}\left(u^{3}+v^{3}\right)$.
5.1.2. Case $a_{l}=0$. The solutions of interest in this case are described by equations (4.38)(4.42), namely

$$
\begin{equation*}
u=f(t)\left(\theta-\theta_{0}\right) \quad v=g(t)\left(\theta-\theta_{0}\right) \quad\left|\theta-\theta_{0}\right|<\pi \tag{5.6}
\end{equation*}
$$

extended periodically in $\theta$ with a period of $2 \pi$. These solutions have an array of shocks located at $\theta=\theta_{0}+(2 n+1) \pi$ where $n$ takes on integer values. The solutions for $f$ and $g$ satisfy equations (4.39):

$$
\begin{equation*}
f^{\prime}(t)=-\left(f^{2}-\alpha g\right) \quad g^{\prime}(t)=-\left(g^{2}+\alpha f\right) \quad \frac{\mathrm{d} g}{\mathrm{~d} f}=\frac{g^{2}+\alpha f}{f^{2}-\alpha g} \tag{5.7}
\end{equation*}
$$




Figure 2. Plots of $u$ and $v$ versus $\eta$ for a periodic travelling wave solution described by equations (5.1) and (5.2). The Hamiltonian has a value of $H_{0}=-0.13, \alpha=1$ and $\lambda=1.05$. The period of the wave in $\theta$ or $\eta$ is $T=2 \pi$.

This solution was studied by Majda et al [9].
At a shock in $u$ and $v$, the Rankine Hugoniot conditions for equations (4.1) and (4.2) require that the shock speed satisfy

$$
\begin{equation*}
s=\frac{1}{2}\left(u_{-}+u_{+}\right) \quad \text { and/or } \quad s=\frac{1}{2}\left(v_{-}+v_{+}\right) \tag{5.8}
\end{equation*}
$$

where $u_{ \pm}=u\left(\theta_{s \pm}, t\right), v_{ \pm}=v\left(\theta_{s \pm}, t\right)$ denote the values of $u$ and $v$ on either side of the shock located at $\theta=\theta_{s}$. The Lax entropy conditions (Lax [18]; Chorin and Marsden [19]) require either $u_{-}>u_{+}$or $v_{-}>v_{+}$or both $u_{-}>u_{+}$and $v_{-}>v_{+}$at the shock. In the present case of adiabatic gas dynamics, the Lax entropy conditions are equivalent to the requirement that the shock is compressive. The conditions $u_{-}>u_{+}$and/or $v_{-}>v_{+}$used in conjunction with the wave action integral (2.16) with $m=1$ and $n=-1$ requires

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\int_{0}^{2 \pi} \frac{u^{2}+v^{2}}{2} \mathrm{~d} \theta\right)=-\sum_{s}\left[\frac{u^{3}+v^{3}}{3}\right]_{\theta_{s+}}^{\theta_{s-}}<0 \tag{5.9}
\end{equation*}
$$

so that the wave action integral is a decreasing function of time, owing to the presence of shocks. The entropy conditions in the present example require

$$
\begin{equation*}
f(t) \geqslant 0 \quad \text { and } \quad g(t) \geqslant 0 \tag{5.10}
\end{equation*}
$$

Conditions (5.10) appear to be unnecessarily restrictive, since the wave action will decay if the right-hand side of equation (5.9) is negative definite.

Figure 3 shows contours of the Hamiltonian integral (4.41) of equations (5.7) in the ( $f, g$ ) phase plane for the case $\alpha=1$ (compare with figure 1 of [9]). The autonomous differential equation system (5.7) in the $(f, g)$ phase plane has a centre critical point at


Figure 3. Contours of the Hamiltonian integral (4.41) for the periodic $N$-wave solution obtained by Majda et al [9] described by equations (5.6) and (5.7) for the case $\alpha=1$.


Figure 4. A schematic diagram of the evolution of an $N$-wave, periodic shock solution described by equations (5.6) and (5.7), where the parameter $\theta_{0}=0$. The shocks occur at $\theta_{s}=(2 s+1) \pi$ ( $s$ integer), and correspond to the Hamiltonian contour height $H_{0}=0.015$ displayed in figure 3.
$A(0,0)$ and a saddle critical point at $B(-\alpha, \alpha)$. Note that $g=f-\alpha$ is a special solution of the equation for $\mathrm{d} g / \mathrm{d} f$ in equations (5.7). The Hamiltonian integral (4.41) diverges as $g \rightarrow(f-\alpha)$, with $H \rightarrow+\infty$ as $g \rightarrow(f-\alpha)_{+}$but $H \rightarrow-\infty$ as $g \rightarrow(f-\alpha)_{-}$. Figure 4 shows the evolution of an $N$-wave periodic shock solution for $\theta_{0}=0$. Shocks occur at $\theta_{s}=(2 s+1) \pi(s$ integer $)$ and the amplitude of the wave is determined by the $H=0.15$ contour in figure 5 at three different values of $t$, with $t=0$ corresponding to the instant when $f=0$ and $g>0$ (case $(a)$ ), $t=t_{\text {crit }}$ when $g=0$ and $f>0$ (case ( $c$ )), and at an intermediate time $t_{I}: 0<t_{I}<t_{\text {crit }}$ (case (b)). At time $t=0, u \equiv 0$, and $v$ consists of an $N$-wave profile in $\theta$ with shocks. As time increases the forward wave $u$ develops into an $N$-wave as part of the energy in the backward wave is transferred to the forward wave $u$. At some later time $t=t_{\text {crit }}, u$ is a fully developed $N$-wave and $u \equiv 0$. The shocks in this model have zero speed $s=0$. Majda et al [9] argue that after the critical time when $g=0$ (when the entropy conditions (5.10) first fail), the solution evolves into a cusped rarefaction wave. They also argue that since the shocks in $u$ and $v$ are locked together, the solution is structurally unstable to perturbations.
5.1.3. Case $a_{1} \neq 0$ and $a_{3} \neq 0$. In this case the similarity solutions for $u$ and $v$ are given by equations (4.23)-(4.26), namely

$$
\begin{equation*}
u=\left(\theta-\theta_{0}\right) f(\eta) \quad v=\left(\theta-\theta_{0}\right) g(\eta) \tag{5.11}
\end{equation*}
$$



Figure 5. Schematic diagram of the character of the critical points of the differential equation (5.13) for $\mathrm{d} g / \mathrm{d} f$ depending on the parameters $(\alpha, \mu)$. The critical points in the $(f, g)$ phase plane are located at the points $A(0,0), B(\mu, \mu), C\left(\mu, \mu^{2} / \alpha\right), D\left(-\mu^{2} / \alpha, \mu\right)$ and $E(-\alpha, \alpha)$. The points are either saddles, centres, spirals or nodes. The parameter space is split up into eight sectors by the lines $\mu=0, \alpha=0$ and $\mu= \pm \alpha$.
where

$$
\begin{equation*}
\eta=\ln \left|\theta-\theta_{0}\right|-\mu t \quad \mu=\frac{a_{3}}{a_{1}} \quad \theta_{0}=-\frac{a_{2}}{a_{3}} \tag{5.12}
\end{equation*}
$$

and $f$ and $g$ satisfy the differential equations:
$f^{\prime}(\eta)=-\frac{f^{2}-\alpha g}{f-\mu} \quad g^{\prime}(\eta)=-\frac{g^{2}+\alpha f}{g-\mu} \quad \frac{\mathrm{d} g}{\mathrm{~d} f}=\frac{\left(g^{2}+\alpha f\right)(f-\mu)}{\left(f^{2}-\alpha g\right)(g-\mu)} \equiv \frac{N}{D}$
where the last equation describes the solution trajectories in the $(f, g)$ phase plane.
Before discussing the phase plane trajectories of equations (5.13) it is instructive to consider the limiting behaviour of the similarity variable $\eta$ in the limits where $a_{1} \rightarrow 0$ and $a_{3} \rightarrow 0$.
5.1.4. Limit $a_{3} \rightarrow 0$. Consider the rescaled similarity variable $\eta_{T}^{*}$ :

$$
\begin{equation*}
\eta_{T}^{*}=\frac{\lambda}{\mu}\left(\eta-\ln \left|\frac{\lambda}{\mu}\right|\right) \quad \lambda=-\theta_{0} \mu \quad \lim _{\mu \rightarrow 0} \eta_{T}^{*}=\theta-\lambda t \tag{5.14}
\end{equation*}
$$

Note that in the limit as $\mu \rightarrow 0$, the variable $\eta_{T}^{*}$ becomes the the similarity variable for the travelling wave solution of equations (4.29)-(4.32).

The solutions (4.23)-(4.26) for $u$ and $v$ may be written in the form:

$$
\begin{array}{ll}
u=F\left(\eta_{T}^{*}\right) \exp (\mu t) & F\left(\eta_{T}^{*}\right)=-\sigma \exp (\eta) f(\eta) \\
v=G\left(\eta_{T}^{*}\right) \exp (\mu t) & G\left(\eta_{T}^{*}\right)=-\sigma \exp (\eta) g(\eta) \tag{5.15}
\end{array}
$$

where $\sigma=\operatorname{sgn}\left(\theta_{0}\right)$ is the sign of $\theta_{0}$ and $F$ and $G$ satisfy the equations:

$$
\begin{equation*}
\frac{\mathrm{d} F}{\mathrm{~d} \eta^{*}}=\frac{\alpha G-\mu F}{\exp \left(-\mu \eta^{*} / \lambda\right) F-\lambda} \quad \frac{\mathrm{d} G}{\mathrm{~d} \eta^{*}}=-\frac{\alpha F+\mu G}{\exp \left(-\mu \eta^{*} / \lambda\right) G-\lambda} \tag{5.16}
\end{equation*}
$$

where we use the notation $\eta^{*} \equiv \eta_{T}^{*}$. Letting $\mu \rightarrow 0$, equations (5.16) reduce to the travelling wave equations (4.31) for $u \equiv F\left(\eta^{*}\right)$ and $v \equiv G\left(\eta^{*}\right)$.
5.1.5. Limit $a_{1} \rightarrow 0$. In this limit we consider the rescaled similarity variable $\eta_{N}^{*}$, and functions $\hat{F}\left(\eta_{N}^{*}\right)$ and $\hat{G}\left(\eta_{N}^{*}\right)$ :
$\eta_{N}^{*}=-\frac{\eta}{\mu} \quad \lim _{\mu \rightarrow \infty} \eta_{N}^{*}=t \quad \hat{F}\left(\eta_{N}^{*}\right)=f(\eta) \quad \hat{G}\left(\eta_{N}^{*}\right)=g(\eta)$.
In the limit as $\mu \rightarrow \infty$ the functions $\hat{F}$ and $\hat{G}$ satisfy the differential equations (4.39) for the $N$-wave solutions of [9].
5.1.6. Phase plane trajectories. The differential equation (5.13) for $\mathrm{d} g / \mathrm{d} f$ in general has five critical points in the $(f, g)$ phase plane where the numerator $N$ and denominator $D$ on the right-hand side of equation (5.13) for $\mathrm{d} g / \mathrm{d} f$ are simultaneously zero. The character of the critical points depends on the relative values of $\alpha$ and $\mu$. The critical points are located at the points $A(0,0), B(\mu, \mu), C\left(\mu, \mu^{2} / \alpha\right), D\left(-\mu^{2} / \alpha, \mu\right)$ and $E(-\alpha, \alpha)$. The character of the critical points may be determined by linearizing the differential equations (5.13) about the critical points. A schematic diagram of the character of the critical points depending on the values of $\alpha$ and $\mu$ is given in figure 5. Linearizing the differential equation (5.13) about the critical points shows that: $A(0,0)$ is a centre; $B(\mu, \mu)$ is a centre if $\mu^{2}<\alpha^{2}$ but


Figure 6. Phase plane trajectories of the differential equation system (5.13) in the $(f, g)$ plane for the case $\mu=0.5$ and $\alpha=1$. The corresponding similarity solutions for $u$ and $v$ are given by equations (5.11).


Figure 7. Same as in figure 6 except $\mu=2$ and $\alpha=1$.
a saddle if $\mu^{2}>\alpha^{2}$; point $E(-\alpha, \alpha)$ is a node if $\mu^{2}<\alpha^{2}$, but a saddle if $\mu^{2}>\alpha^{2}$. Points $C$ and $D$ are more complicated in their behaviour. Point $C\left(\mu, \mu^{2} / \alpha\right)$ is a spiral point in the parameter regime between the $\mu$-axis and the line $\mu=\alpha$ (i.e. $0<\alpha<\mu$ or $\mu<\alpha<0$ ); a node if $(\alpha, \mu)$ lies in the regime between the $\mu$-axis and the line $\mu=-\alpha$ (i.e. $-\mu<\alpha<0$ or $0<\alpha<-\mu)$, and a saddle if $|\alpha|>|\mu|$. Similarly, point $D\left(-\mu^{2} / \alpha, \mu\right)$ is a node if $(\alpha, \mu)$ lies in the region between the $\mu$-axis and the line $\mu=\alpha$; a spiral point if $(\alpha, \mu)$ lies in the region between the $\mu$-axis and the line $\mu=-\alpha$; and a saddle if $|\alpha|>|\mu|$.

Figures 6 and 7 show typical phase space plots for $f$ and $g$ obtained by solving the differential equations (5.13). Figure 6 shows phase plane trajectories for the case $\alpha=1$ and $\mu=0.5$. The critical point $A$ is a centre; $B$ is a centre; points $C$ and $D$ are saddles, and point $E$ is a node. The phase plane trajectories are similar in many respects to the travelling wavephase plane trajectories in figure 1.

Figure 7 shows the phase plane trajectories for the differential equation system (5.13) for a case in which $\mu>\alpha$, namely $\mu=2$ and $\alpha=1$. In this case linear critical point analysis indicates that $A(0,0)$ is a centre, $B(\mu, \mu)$ is a saddle, $C\left(\mu, \mu^{2} / \alpha\right)$ is a spiral, $D\left(-\mu^{2} / \alpha, \mu\right)$ is a node and $E(-\alpha, \alpha)$ is a saddle. Note that the trajectories about $A(0,0)$ are spirals. The phase plane trajectories about $A$ are somewhat similar to those for the $N$-wave periodic shock solution displayed in figure $3\left(\mu \rightarrow \infty, \theta_{0}=-\lambda / \mu\right.$ fixed, $\left.\alpha=1\right)$.

Figure 8 shows plots of the similarity solutions for $u(\theta, t)$ and $v(\theta, t)$ versus $\theta$ at two time instants $t=0$ and $t=t_{1}=10 \ln (1.25)=2.231$ using the parameters $\lambda=-0.1 \pi$, $\mu=0.1$ and $\alpha=1$. The full curves give $u(\theta, 0)$ and $v(\theta, 0)$ whereas $u\left(\theta, t_{1}\right)$ and $v\left(\theta, t_{1}\right)$ are given by the broken curves. For $\mu>0$, the wave progresses outwards from the central point $\theta=\pi$ in both directions and grows in amplitude as it progresses. Linearizing
equations (5.16) yield the approximate small amplitude solutions

$$
\begin{align*}
& u(\theta, t)=r_{0}\left|\frac{\theta-\theta_{0}}{\theta_{0}}\right| \sin \left(\frac{\alpha}{\mu} \ln \left|\frac{\theta-\theta_{0}}{\theta_{0}}\right|-\alpha t\right) \\
& v(\theta, t)=r_{0}\left|\frac{\theta-\theta_{0}}{\theta_{0}}\right| \cos \left(\frac{\alpha}{\mu} \ln \left|\frac{\theta-\theta_{0}}{\theta_{0}}\right|-\alpha t\right) \tag{5.18}
\end{align*}
$$

for $u$ and $v$, which are similar to the solutions for $u$ and $v$ displayed in figure 8 . The solutions in figure 8 do not have zero means with respect to $\theta$ averaged from $\theta=0$ to $\theta=2 \pi$. However, it may be possible to construct physically relevant solutions of the above form that are periodic with period $2 \pi$ in $\theta$ and with zero means with respect to $\theta$, by inserting shocks. In any event the type of solutions described by figures $6-8$ show how the travelling wave solutions (figures 1 and 2), and the $N$-wave, periodic shock solutions (figures 3 and 4) are special limits of the more general solutions of figures 6-8.

### 5.2. Solutions dependent on $\theta, t$ and $x$

The solutions dependent on $\theta$ and $t$, discussed in section 5.1, can be generalized to include a dependence on the long space variable $x$. For the case of a periodic saw-tooth entropy wave profile (equation (2.19)), the solutions for the backward and forward wave velocity perturbations $u$ and $v$ satisfy equations (2.21) and (2.22). Equations (2.21) and (2.22) admit solutions of the form:

$$
\begin{equation*}
u=u(z, \theta) \quad v=v(z, \theta) \tag{5.19}
\end{equation*}
$$




Figure 8. Plots of $u(\theta, t)$ and $v(\theta, t)$ versus $\theta$ corresponding to the similarity solutions (5.15), for two time instants $t=0$ (full curve) and $t=t_{1}=2.231$ (broken curve) in which $F\left(\eta^{*}\right)$ and $G\left(\eta^{*}\right)$ satisfy equations (5.16). The solutions for $F\left(\eta^{*}\right)$ and $G\left(\eta^{*}\right)$ are for $\mu=0.1, \lambda=-0.1 \pi$, $\alpha=1$, with $F=0$ and $G=0.02$ at $\eta^{*}=0$.
where

$$
\begin{equation*}
z=v x+\omega t \tag{5.20}
\end{equation*}
$$

and $\nu$ and $\omega$ are constants. The solutions of section 5.1 correspond to solutions of the form of (5.19) in which $v=0$ and $\omega=1$. Solutions of the so-called signalling problem in which $u=u(x, \theta)$ and $v=v(x, \theta)$ have been discussed by Anile et al [7].

Substituting the solution ansatz (5.19) and (5.20) into equations (2.21) and (2.22) results in the equations

$$
\begin{align*}
& (\omega+v) u_{z}+u u_{\theta}-\alpha v=0  \tag{5.21}\\
& (\omega-v) v_{z}+v v_{\theta}+\alpha u=0 .
\end{align*}
$$

Equations (5.21) admit the same infinitesimal Lie point symmetries as the Lie point symmetries of the $\theta$ and $t$ dependent solutions discussed in equations (4.6)-(4.9), except $t$ is replaced by $z$. Hence, equations (5.21) admit similarity solutions analogous to the $(\theta, t)$ dependent solutions discussed in sections 4 and 5.1.

The simplest solutions of equations (5.21) are probably the travelling wave solutions of the form

$$
\begin{equation*}
u=u(\eta) \quad v=v(\eta) \tag{5.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=\theta-\lambda z \equiv \theta-\lambda(\nu x+\omega t) \tag{5.23}
\end{equation*}
$$

is the similarity variable and $\lambda$ is a constant. Substituting the solution ansatz (5.22) and (5.23) into equations (5.21) yields the ordinary differential equations:

$$
\begin{equation*}
[u-\lambda(\omega+v)] u^{\prime}(\eta)=\alpha v \quad[v-\lambda(\omega-v)] v^{\prime}(\eta)=-\alpha u \tag{5.24}
\end{equation*}
$$

for $u$ and $v$. From equations (5.24)

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} v}=-\frac{v[v-\lambda(\omega-v)]}{u[u-\lambda(\omega+v)]} \tag{5.25}
\end{equation*}
$$

is the form of the corresponding differential equation for the solution trajectories in the $(u, v)$ phase plane. Equations (5.25) have the Hamiltonian integral

$$
\begin{equation*}
H=\frac{1}{3}\left(u^{3}+v^{3}\right)-\frac{1}{2} \lambda\left[(\omega+v) u^{2}+(\omega-v) v^{2}\right] . \tag{5.26}
\end{equation*}
$$

One pair of canonical variables $(q, p)$ for the Hamiltonian system of differential equations (5.24), with Hamiltonian (5.26) are:

$$
\begin{equation*}
q=\frac{a[u-\lambda(\omega+v)]^{2}}{2 \alpha^{\frac{1}{2}}} \quad p=\frac{[v-\lambda(\omega-v)]^{2}}{2 \alpha^{\frac{1}{2}} a} \tag{5.27}
\end{equation*}
$$

where $a$ is an arbitrary constant. The canonical variables (5.27) are the natural generalization of the canonical variables $\left(q_{1}, p_{1}\right)$ of equations (4.34) for the $(\theta, t)$-dependent travelling wave solutions discussed in sections 4.3 and 5.1.

Figures 9 and 10 show examples of phase plane plots of the solutions of equations (5.24) and (5.25) for two representative cases. Figure 9 shows a case in which $\omega>v>0(\omega=1$, $v=0.7$ and $\lambda=1$ ), which corresponds in the long scale sense to a supersonic travelling wave moving in the negative $x$-direction with phase velocity $V_{p}=-1.4286 c e_{x}$ where $c$ is the gas sound speed (see equation (5.23)). Figure 10 shows a further example that corresponds in the long scale sense to a subsonic travelling wave moving in the negative $x$-direction $\left(\omega=0.7, v=1\right.$, and $\lambda=1$ ), with phase velocity $\boldsymbol{V}_{p}=-0.7 c \boldsymbol{e}_{x}$. Figures 9 and 10 and equation (5.25) have four critical points in the $(u, v)$ phase plane located at $A(0,0)$,


Figure 9. Contours of the Hamiltonian integral (5.26) corresponding to the travelling wave similarity solution of equations (5.22)-(5.24) for the parameter values $\omega=1, v=0.7$ and $\lambda=1$. The solution depends on $\theta, x$ and $t$ and corresponds to a supersonic travelling wave with velocity $V_{p}=-1.4286 c e_{x}$ where $c$ is the sound speed.
$B[\lambda(\omega+v), 0], C[\lambda(\omega+v), \lambda(\omega-v)]$ and $D[0, \lambda(\omega-v)]$. In the supersonic case $\omega^{2}>v^{2}$, $A$ and $C$ are centres, and $B$ and $D$ are saddles. The solution trajectories in figure 9 are quite distinct from the travelling wave phase portraits for the case $\omega=1, \nu=0$ and $\lambda=1$ displayed in figure 1 (in figure $1 V_{p}=0$ ). In figure 9 the critical contours passing through the saddles $B$ and $D$ are of different height, and there is no trajectory joining the saddles as in figure 1. Smooth, periodic travelling waves in figure 9 with zero means for $u$ and $v$ averaged over one period in $\theta$, are represented by the closed contours that encircle the centre critical point at $A$. In the subsonic case displayed in figure 10 for which $\omega^{2}<v^{2}$, $A$ and $C$ are saddles and $B$ and $D$ are centres. In this latter case there are no smooth travelling wave solutions with zero means for $u$ and $v$, since the critical point $A(0,0)$ is a saddle and there are no trajectories that can encircle the origin $A(0,0)$. For the sonic case $\omega= \pm \nu$, the critical points coalesce into two pairs of critical points to form critical points that are a hybrid between a centre and a saddle. Thus, as $V_{p} \downarrow c$ the amplitude of the smooth travelling wave solutions tends to zero.

## 6. Hamiltonian equations in Fourier space

In this section we consider the form of the resonant-wave interaction equations (3.1) and (3.2) for the case of solutions that are independent of the long space variable $x$, and for the case $m=1$ and $n=-1$. In this case the equations for the sound waves can be expressed


Figure 10. Same as in figure 9 except for the case of a subsonic solution with $\omega=0.7, v=1$ and $\lambda=1$. The wave velocity $\boldsymbol{V}_{p}=-0.7 c \boldsymbol{e}_{x}$, where $c$ is the sound speed.
in the Hamiltonian form:

$$
\begin{equation*}
u_{t}=D_{\theta}\left(\frac{\delta H}{\delta u}\right) \quad v_{t}=D_{\theta}\left(\frac{\delta H}{\delta v}\right) \tag{6.1}
\end{equation*}
$$

where the Hamiltonian functional $H$ from equation (3.13) may be split into quadratic $\left(H_{0}\right)$ and cubic $\left(H_{1}\right)$ terms:

$$
\begin{align*}
& H=H_{0}+H_{1} \\
& H_{0}=\int_{0}^{2 \pi} \mathrm{~d} \theta \frac{1}{2}\left[v \hat{K}^{\dagger}\left(D_{\theta}^{-1} u\right)-u \hat{K}\left(D_{\theta}^{-1} v\right)\right]  \tag{6.2}\\
& H_{1}=-\int_{0}^{2 \pi} \mathrm{~d} \theta \frac{1}{6}\left(u^{3}+v^{3}\right)
\end{align*}
$$

and the integral operators $\hat{K}$ and $\hat{K}^{\dagger}$ are defined in equations (3.3) and (3.4). The term $H_{0}$ in equations (6.2) represents linear dispersive wave effects associated with three-wave resonant interactions, and $H_{1}$ consists of the Burgers' self-wave interaction terms.

Since the solutions for $u$ and $v$ of equations (3.1) and (3.2) (or equations (6.1) and (6.2)) are assumed to be $2 \pi$-periodic in $\theta$ with zero means, it is natural to investigate the Fourier space decomposition of the solutions with respect to $\theta$ by using the Fourier expansions:

$$
\begin{equation*}
u(\theta, t)=\sum_{p=-\infty}^{\infty} u_{p}(t) \exp (\mathrm{i} p \theta) \quad v(\theta, t)=\sum_{p=-\infty}^{\infty} v_{p}(t) \exp (\mathrm{i} p \theta) \tag{6.3}
\end{equation*}
$$

where the Fourier coefficients $\left\{u_{p}(t)\right\}$ and $\left\{v_{p}(t)\right\}$ are given by the formulae:
$u_{p}(t)=\frac{1}{2 \pi} \int_{0}^{2 \pi} u(\theta, t) \exp (-\mathrm{i} p \theta) \mathrm{d} \theta \quad v_{p}(t)=\frac{1}{2 \pi} \int_{0}^{2 \pi} v(\theta, t) \exp (-\mathrm{i} p \theta) \mathrm{d} \theta$
and the variable $p$ takes on only integer values. Note that $u_{0}=0$ and $v_{0}=0$ in equations (6.3) since $u$ and $v$ have zero means. In Fourier space, equations (3.1) and (3.2) reduce to

$$
\begin{align*}
& \frac{\partial u_{s}}{\partial t}=-\frac{\mathrm{i} s}{2} \sum_{p=-\infty}^{\infty} u_{p} u_{s-p}-K_{s} v_{s}  \tag{6.5}\\
& \frac{\partial v_{s}}{\partial t}=-\frac{\mathrm{i} s}{2} \sum_{p=-\infty}^{\infty} v_{p} v_{s-p}+K_{-s} u_{s}
\end{align*}
$$

where

$$
\begin{equation*}
K_{s}=\frac{1}{2 \pi} \int_{0}^{2 \pi} K(\theta) \exp (-\mathrm{i} s \theta) \mathrm{d} \theta \tag{6.6}
\end{equation*}
$$

denotes the $s$ th Fourier coefficient of $K(\theta)$. Note that for the periodic saw-tooth entropy profile case $K_{s}$ is given by

$$
\begin{equation*}
K_{s}=K_{-s}=-\alpha \tag{6.7}
\end{equation*}
$$

Although the Dirac delta distribution (2.20) for $K(\theta)$ is not a square integrable equation, (6.6) still yields the correct formula (6.7) for $K_{s}$. Since $u(\theta, t), v(\theta, t)$ and $K(\theta)$ are real it is necessary that the Fourier coefficients satisfy the equations:

$$
\begin{equation*}
u_{s}^{*}=u_{-s} \quad v_{s}^{*}=v_{-s} \quad K_{s}^{*}=K_{-s} \tag{6.8}
\end{equation*}
$$

where the superscript $*$ denotes the complex conjugate.
The main aim of the present development is first to determine the form of Hamilton's equations in Fourier space (section 6.1). The equations are then transformed to normal form (see for example $[20,21]$ ), in order to isolate the normal modes of the system (section 6.2). Further canonical transformations can then be carried out to further investigate the equations.

### 6.1. Hamilton's equations in Fourier space

Using the Fourier representations (6.3) for $u$ and $v$ (and a similar representation for $K(\theta)$ ), the Hamiltonian functionals $H_{0}$ and $H_{1}$ may be expressed as

$$
\begin{align*}
& H_{0}=\mathrm{i} \pi \sum_{p=-\infty}^{\infty} \frac{K_{p} v_{p} u_{-p}-K_{-p} v_{-p} u_{p}}{p}  \tag{6.9}\\
& H_{1}=-\frac{\pi}{3} \sum_{s=-\infty}^{\infty} \sum_{p=-\infty}^{\prime}\left(u_{s} u_{p} u_{-s-p}+v_{s} v_{p} v_{-s-p}\right) \tag{6.10}
\end{align*}
$$

where the Fourier coefficients $\left\{u_{s}, v_{s}, K_{s}\right\}$ satisfy the reality constraints (6.8). The superscript ' on the sums in equations (6.9) and (6.10) denote sum over all integers excluding $p=0$ and $s=0$.

Noting that $H=H_{0}+H_{1}$, straightforward computation of $\delta H / \delta u_{s}^{*}$ and $\delta H / \delta v_{s}^{*}$ yields Hamilton's equations in Fourier space as

$$
\begin{align*}
\frac{\partial u_{s}}{\partial t} & =\frac{\mathrm{i} s}{2 \pi} \frac{\delta H}{\delta u_{s}^{*}}=-\frac{\mathrm{i} s}{2} \sum_{p=-\infty}^{\infty} u_{p} u_{s-p}-K_{s} v_{s}  \tag{6.11}\\
\frac{\partial v_{s}}{\partial t} & =\frac{\mathrm{i} s}{2 \pi} \frac{\delta H}{\delta v_{s}^{*}}=-\frac{\mathrm{i} s}{2} \sum_{p=-\infty}^{\infty} v_{p} v_{s-p}+K_{-s} u_{s} . \tag{6.12}
\end{align*}
$$

Equations (6.11) and (6.12) imply that $\left\{u_{s}, u_{s}^{*}\right\}$ and $\left\{v_{s}, v_{s}^{*}\right\}$ are canonically conjugate variables.

### 6.2. Reduction to normal form

Consider the linearized form of Hamilton's equations (6.11) and (6.12):

$$
\begin{align*}
\frac{\partial u_{s}}{\partial t} & =\frac{\mathrm{i} s}{2 \pi} \frac{\delta H_{0}}{\delta u_{s}^{*}}=-K_{s} v_{s} \\
\frac{\partial v_{s}}{\partial t} & =\frac{\mathrm{i} s}{2 \pi} \frac{\delta H_{0}}{\delta v_{s}^{*}}=K_{s}^{*} u_{s} . \tag{6.13}
\end{align*}
$$

Note that the linearized equations (6.13) have solutions for $u_{s}$ and $v_{s}$ that satisfy the equations:

$$
\begin{equation*}
\frac{\partial^{2} u_{s}}{\partial t^{2}}+\left|K_{s}\right|^{2} u_{s}=0 \quad \frac{\partial^{2} v_{s}}{\partial t^{2}}+\left|K_{s}\right|^{2} v_{s}=0 \tag{6.14}
\end{equation*}
$$

For normal coordinates $\left\{a_{s}\right\}$ we require $\partial a_{s} / \partial t=\mathrm{i}\left|K_{s}\right| a_{s}$ and that $\left\{a_{s}\right\}$ are canonical coordinates. Thus, normal coordinates allow the identification of the different linear wave modes in the system.

Following the approach of Zakharov and Kuznetsov [20] and Zakharov et al [21], we consider transformations of the form:

$$
\binom{u_{s}}{v_{s}}=\left(\begin{array}{cc}
\alpha_{s} & \alpha_{-s}^{*}  \tag{6.15}\\
\beta_{s} & \beta_{-s}^{*}
\end{array}\right)\binom{a_{s}}{a_{-s}^{*}}
$$

where $\left\{a_{s}\right\}$ and $\left\{a_{s}^{*}\right\}$ are normal variables. Note that transformations (6.15) automatically ensure that $u_{s}^{*}=u_{-s}$ and $v_{s}^{*}=v_{-s}$ as required by the reality constraints (6.8) for $u$ and $v$. It turns out that one can choose the coefficients $\left\{\alpha_{s}\right\}$ and $\left\{\beta_{s}\right\}$ in equations (6.15) so that the $\left\{a_{s}\right\}$ satisfy Hamilton's equations:

$$
\begin{equation*}
\frac{\partial a_{s}}{\partial t}=\mathrm{i} \operatorname{sgn}(s) \frac{\delta H_{0}}{\delta a_{s}^{*}}=\mathrm{i}\left|K_{s}\right| a_{s} \tag{6.16}
\end{equation*}
$$

for the normal variables, where $\operatorname{sgn}(s)$ denotes the sign of $s$.
The inverse of transformations (6.15) are given by:

$$
\begin{align*}
& a_{s}=\left(\beta_{-s}^{*} u_{s}-\alpha_{-s}^{*} v_{s}\right) / J_{s} \\
& a_{-s}^{*}=\left(-\beta_{s} u_{s}+\alpha_{s} v_{s}\right) / J_{s} \tag{6.17}
\end{align*}
$$

where

$$
\begin{equation*}
J_{s}=\alpha_{s} \beta_{-s}^{*}-\beta_{s} \alpha_{-s}^{*} \tag{6.18}
\end{equation*}
$$

is the determinant of transformation (6.15). From equations (6.9) and (6.15) the Hamiltonian $H_{0}$ may be expressed as
$\left.H_{0}=2 \pi \mathrm{i} \sum_{p=-\infty}^{\infty}\left[K_{p} \beta_{p} \alpha_{p}^{*}-K_{p}^{*} \beta_{p}^{*} \alpha_{p}\right) a_{p} a_{p}^{*}+K_{p} \beta_{p} \alpha_{-p} a_{p} a_{-p}-K_{p}^{*} \beta_{p}^{*} \alpha_{-p}^{*} a_{p}^{*} a_{-p}^{*}\right] / p$.
Computing $\partial a_{s} / \partial t$ using equations (6.17), (6.11) and (6.12) and computing $\delta H_{0} / \delta a_{s}^{*}$ using equation (6.19), we find that equations (6.16) are satisfied provided $\alpha_{s}$ and $\beta_{s}$ are chosen so that

$$
\begin{equation*}
\alpha_{s}=\mathrm{i} \beta_{-s} \quad J_{s}=\mathrm{i}\left[\left|\beta_{s}\right|^{2}+\left|\beta_{-s}\right|^{2}\right]=\frac{\mathrm{i}|s|}{2 \pi} \quad \beta_{-s}=\frac{K_{s}}{\left|K_{s}\right|} \beta_{s} \tag{6.20}
\end{equation*}
$$

Equations (6.20) have solutions

$$
\begin{align*}
& \alpha_{s}=\mathrm{i}\left(\frac{|s|}{4 \pi}\right)^{\frac{1}{2}}\left(\frac{K_{s}}{\left|K_{s}\right|} H(s)+1-H(s)\right)  \tag{6.21}\\
& \beta_{s}=\left(\frac{|s|}{4 \pi}\right)^{\frac{1}{2}}\left(H(s)+\frac{K_{s}^{*}}{\left|K_{s}\right|}[1-H(s)]\right)
\end{align*}
$$

where $H(s)$ is the Heaviside step function.
From equations (6.15) and (6.21) the original coordinates $\left\{u_{s}\right\}$ and $\left\{v_{s}\right\}$ can be expressed in terms of the normal coordinates, by the equations:
$u_{s}=\mathrm{i}\left(\frac{|s|}{4 \pi}\right)^{\frac{1}{2}}\left[\left(\frac{K_{s}}{\left|K_{s}\right|} a_{s}-a_{-s}^{*}\right) H(s)+\left(a_{s}-\frac{K_{s}}{\left|K_{s}\right|} a_{-s}^{*}\right)[1-H(s)]\right]$
$v_{s}=\left(\frac{|s|}{4 \pi}\right)^{\frac{1}{2}}\left[\left(a_{s}+\frac{K_{s}^{*}}{\left|K_{s}\right|} a_{-s}^{*}\right) H(s)+\left(\frac{K_{s}^{*}}{\left|K_{s}\right|} a_{s}+a_{-s}^{*}\right)[1-H(s)]\right]$.
The inverse transformations are readily determined from (6.16).
In terms of the normal coordinates $\left\{a_{s}\right\}$, the Hamiltonian $H_{0}$ has the form:

$$
\begin{equation*}
H_{0}=\sum_{s=-\infty}^{\infty} \operatorname{sgn}(s)\left|K_{s}\right| a_{s} a_{s}^{*} \tag{6.23}
\end{equation*}
$$

where $\omega_{s}=\left|K_{s}\right|$ are the characteristic frequencies for the $\left\{a_{s}\right\}$. Similarly, the cubic Hamiltonian functional $H_{1}$ in equation (6.10) may be written in terms of the normal coordinates as

$$
\begin{gather*}
H_{1}=-\frac{\pi}{3} \sum_{k=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \sum_{s=-\infty}^{\infty}\left[\left(U_{s p k} a_{s} a_{p} a_{k}+U_{s p k}^{*} a_{s}^{*} a_{p}^{*} a_{k}^{*}\right) \delta_{k+s+p, 0}\right. \\
\left.+3\left(V_{s p k} a_{s} a_{p} a_{k}^{*}+V_{s p k}^{*} a_{s}^{*} a_{p}^{*} a_{k}\right) \delta_{k-s-p, 0}\right] \tag{6.24}
\end{gather*}
$$

where

$$
\begin{align*}
& U_{s p k}=\alpha_{s} \alpha_{p} \alpha_{k}+\beta_{s} \beta_{p} \beta_{k} \\
& V_{s p k}=\alpha_{s} \alpha_{p} \alpha_{k}^{*}+\beta_{s} \beta_{p} \beta_{k}^{*} \tag{6.25}
\end{align*}
$$

and $\delta_{a, b}$ is the Kronecker delta symbol.
In terms of normal coordinates Hamilton's equations (6.11) and (6.12) may be expressed in the form:

$$
\begin{gather*}
\frac{\partial a_{s}}{\partial t}=\mathrm{i} \operatorname{sgn}(s) \frac{\delta H}{\delta a_{s}^{*}}=\mathrm{i}\left[\left|K_{s}\right| a_{s}-\pi \operatorname{sgn}(s) \sum_{p=-\infty}^{\infty} \sum_{k=-\infty}^{\infty}\left(U_{s p k}^{*} a_{p}^{*} a_{k}^{*} \delta_{k+s+p, 0}\right.\right. \\
\left.\left.+V_{k p s} a_{p} a_{k} \delta_{k+p-s, 0}+2 V_{s p k}^{*} a_{p}^{*} a_{k} \delta_{k-s-p, 0}\right)\right] \tag{6.26}
\end{gather*}
$$

Thus $\left\{a_{s}, a_{s}^{*}\right\}$ are canonically conjugate pairs.

## 7. Summary and concluding remarks

The main theme of this paper has been the Hamiltonian structure of the equations for three-wave resonant interaction in adiabatic gas dynamics in one Cartesian space dimension derived by Majda and Rosales [1]. The equations consist of two inviscid Burgers equations for the backward and forward sound waves coupled via linear integral operators that describe the resonant reflection of a sound wave off an entropy wave disturbance to produce the reverse sound wave. The detailed form of the equations (equations (2.11) and (2.12)) depend on the resonance conditions (2.7) that relate the frequencies and wavenumbers of the entropy wave to those of the sound waves, as well as the dispersion equations for the waves involved.

In section 3, Lagrangian and Hamiltonian formulations of the equations were established for the lowest-order interaction case ( $m=1$ and $n=-1$ ) in which the wavelengths of the
backward and forward sound waves $\ell_{1}$ and $\ell_{3}$ are twice that of the entropy wave $\left(\ell_{2}\right)$ (Majda and Rosales [1] in fact restricted their attention solely to this case). The Lagrangian variational principle (equations (3.10) and (3.11)) was established by introducing velocity potentials $U$ and $V$ for the forward and backward sound wave velocity perturbations $u$ and $v$ and then expressing the equations in potential form. The other important point to note is the skew adjoint character of the matrix integral operator describing three-wave resonant interactions. An example of the Hamiltonian structure of the equations for a higher-order case in which the wavelengths of the backward sound wave $\left(\ell_{1}\right)$ and forward sound wave $\left(\ell_{3}\right)$ are related to the entropy wave of length $\ell_{2}$ by the equations $\ell_{1}=4 \ell_{2}$ and $\ell_{3}=2 \ell_{2}$ was then considered.

In section 4, a study of the similarity solutions and conservation laws of the equations was carried out for the case of a periodic saw-tooth entropy wave profile in the fast phase variable $\theta$. The analysis was restricted to cases where the backward and forward sound wave velocity perturbations $u$ and $v$ were independent of the large space variable $x$. Four conservation laws were established by exploiting the Lie point symmetries admitted by the potential form of the equations and by an application of Noether's theorem. Classical similarity solutions of the equations were derived using the Lie point symmetries. The Hamiltonians and canonical variables for two classes of similarity solutions obtained by Majda et al [9] corresponding to the travelling wave solutions and a periodic $N$-wave solutions with shocks were discussed.

Numerical examples of the similarity solutions of section 4, and more general solutions dependent on the large space variable $x$ were used in section 5 to illustrate the interplay between nonlinear wave steepening and the dispersive three-wave resonant interactions. The travelling wave solutions considered by Majda et al [9] correspond to closed periodic orbits in the $(u, v)$ phase plane obtained by plotting the contours of the Hamiltonian integral. These solutions can be considered as a special limit of more general similarity solutions. The more general solutions exhibit spiralling orbits about the origin in the appropriate $(f, g)$ phase plane, and a more complex singularity structure involving critical points consisting of centres, saddles, nodes and spiral points. A generalization of the travelling wave solution of Majda et al [9] which depends on the large space variable $x$ was studied. On the long space and timescales these solutions correspond to supersonic periodic travelling waves. The velocity amplitudes of the sound waves decrease monotonically to zero as the wave speed $V_{p}$ approaches the sound speed $c$. As $V_{p} \rightarrow \pm c \boldsymbol{e}_{x}$ the two pairs of saddles and centre critical points coalesce to form two cusp-like critical points which are hybrids between a centre and a saddle. In the subsonic regime $V_{p}<c$, no smooth, periodic travelling wave solutions with constant wave speed exist.

Hamiltonian equations in Fourier $(p, t)$ space were derived in section 6, where $p$ is the Fourier-space variable corresponding to the fast phase variable $\theta$ of the waves. The Hamiltonian in Fourier space was transformed to normal form (e.g. [20,21]) in order to isolate the normal modes of the system. The characteristic frequencies in Fourier space are $\omega_{p}=\left|K_{p}\right|$, where $K_{p}$ is the $p$ th Fourier coefficient corresponding to the entropy wave kernel $K(\theta)$ occurring in the three-wave resonant interaction integrals.

Further aspects of three-wave resonant interactions of interest that deserve further attention consist of a more direct derivation of the Majda Rosales [1] equations using the Hamiltonian formulation of adiabatic, non-isentropic gas dynamics (e.g. [20]), and further analysis of the Hamiltonian Fourier space equations. Also of interest are related equations derived by Hunter et al [8] describing three-wave resonant interactions in adiabatic gas dynamics in two or more spatial dimensions, in which case the sound waves can be resonantly reflected by both the entropy wave and vorticity eigenmodes.
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## Appendix

In this appendix we describe the periodic orbits of the Hamiltonian (5.1). From equation (5.1) the Hamiltonian contours are equivalent to the cubic equations:

$$
\begin{equation*}
v^{3}-3 \frac{\lambda}{2} v-3 \tilde{H}_{0}=0 \quad \tilde{H}_{0}=H_{0}-\frac{u^{3}}{3}+\frac{\lambda}{2} u^{2} \tag{A1}
\end{equation*}
$$

For the periodic orbits within EFBDE in figure 1, equations (A1) have three real roots for $u$ and $v$ given by the equations:
$v_{1}=\lambda \cos \left(\frac{\theta}{3}\right)+\frac{\lambda}{2} \quad v_{2}=\lambda \cos \left(\frac{\theta+2 \pi}{3}\right)+\frac{\lambda}{2} \quad v_{3}=\lambda \cos \left(\frac{\theta+4 \pi}{3}\right)+\frac{\lambda}{2}$
$u_{1}=\lambda \cos \left(\frac{\phi}{3}\right)+\frac{\lambda}{2} \quad u_{2}=\lambda \cos \left(\frac{\phi+2 \pi}{3}\right)+\frac{\lambda}{2} \quad u_{3}=\lambda \cos \left(\frac{\phi+4 \pi}{3}\right)+\frac{\lambda}{2}$
where

$$
\begin{equation*}
\cos \theta=1+\cos \theta_{0}-\cos \phi \equiv 1+12 \frac{\tilde{H}_{0}}{\lambda^{3}} \quad \cos \theta_{0}=1+12 \frac{H_{0}}{\lambda^{3}} \tag{A3}
\end{equation*}
$$

Note that $v_{1}>v_{3}>v_{2}$ and $u_{1}>u_{3}>u_{2}$. The periodic orbits inside EFBDE are described by $u_{2}, u_{3}, v_{2}$ and $v_{3}$, where $0 \leqslant \phi \leqslant \theta_{0}<\pi$ and $0 \leqslant \theta \leqslant \theta_{0}$. The period $T$ of the periodic orbits within EFBDE are given by

$$
\begin{equation*}
T=\oint \mathrm{d} \eta=2 \pi \frac{\mathrm{~d} I}{\mathrm{~d} H_{0}} \tag{A4}
\end{equation*}
$$

where

$$
\begin{equation*}
I=\frac{1}{2 \pi} \oint p_{1} \mathrm{~d} q_{1} \equiv-\frac{\lambda^{4}}{8 \pi \alpha} \int_{0}^{\theta_{0}} \sin \left(\frac{\theta}{3}\right)\left[1+\cos \left(\frac{\theta}{3}\right)\right]\left[\cos \left(\frac{\phi}{3}\right)+\cos \left(\frac{2 \phi}{3}\right)\right] \mathrm{d} \phi \tag{A5}
\end{equation*}
$$

is the action (e.g. [17]). Equations (A4) and (A5) yield

$$
\begin{equation*}
T=\frac{\lambda}{\alpha} \int_{0}^{\theta_{0}} \frac{\left[\cos \left(\frac{1}{3} \phi\right)+\cos \left(\frac{2}{3} \phi\right)\right]\left[\cos \left(\frac{1}{3} \theta\right)+\cos \left(\frac{2}{3} \theta\right)\right]}{\sin \theta} \mathrm{d} \phi \tag{A6}
\end{equation*}
$$

for the period of the orbits within EFBDE. For the critical contour $\left(H_{0}=-\lambda^{3} / 6\right) T=T_{c}$ and for the limiting orbit about $A(0,0)$ as $H_{0} \rightarrow 0\left(T \rightarrow T_{0}\right)$ we have

$$
\begin{equation*}
T_{c}=\frac{\lambda}{\alpha}\left(3+\frac{3^{\frac{1}{2}} \pi}{2}\right) \quad T_{0}=2 \pi \frac{\lambda}{\alpha} . \tag{A7}
\end{equation*}
$$

Note that $T_{c} \leqslant T \leqslant T_{0}$ for the periodic orbits inside EFBDE.
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